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Summary 
•  Generate MCMC samples from the posterior 

distribution of the DAGs 
•  The samples can be queried  
•  Efficiently sample DAGs 
https://www.math.uzh.ch/pages/mcmcabn/ 
https://CRAN.R-project.org/package=mcmcabn 
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Illustrative example3 

Adaptation of the pig adg dataset. 8 variables, n = 341 observations 
 

 

Is a single unique Bayesian network enough to accurately represent your data? 

R package 
•  Structural MCMC sampler1: mcmcabn 
•  Flexible implementation 
•  Three priors: 

Uniformative 
Penalized complexity 
User defined 

Motivation 
•  Bayesian network modelling output is usually 

a unique structure 
•  Need to account for the uncertainty in the 

structures 
•  Need for Bayesian model averaging 

accounting for prior structure knowledge 
 

How to fit an Additive Bayesian Network from   data with the search-and-score method2? 
 

How to perform MCMC over structures? 

Joint work with Arianna Comin 

MCMC sampling 


