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The Gareth Davies Lecture

THE 1997/98 OUTBREAK OF CLASSICAL SWINE FEVER IN THE NETHERLANDS:

LESSONS TO BE LEARNED FROM AN ECONOMIC PERSPECTIVE

A.A. DUKHUIZEN!

Early 1986, when I had just returned from a sabbatical leave with dr Roger Morris in Min-
nesota (USA), the Dutch Veterinary Service asked me to help them prepare a paper on the epi-
demiological and economic aspects of Foot-and-Mouth disease control strategies. They had
been asked to do so by the FAO European Commission for the Control of Foot-and-Mouth
Disease that would meet later that year in the UK. I gladly accepted that invitation, not in the
least because it gave me the opportunity to get hold of an IBM-compatible PC. I had become
devoted to working on such a machine during my stay in the US, but back home discovered
them to be very rare in the Netherlands and even not (yet) available in our University. One
does not need to be an economist to understand that prices of the ones that were available
were very high at the time, and certainly far beyond normal university budget standards. Rela-
tive to the losses of an outbreak of FMD, however, the costs of such PCs were low and that
convinced the Veterinary Service to let me get one.

More seriously, the project turned out to be very interesting and the start for at least three
developments that shaped our future research activities. First, it led to an intensive and long-
term collaboration with the Veterinary Service and other disease-control authorities which
through their input and funding contributed enormously to the further development of our
work in Animal Health Economics. Second, the simple spreadsheet model that resulted from
the project (Dijkhuizen, 1989) was succeeded by various projects and activities that now - in
close collaboration with the group of dr Roger Morris in New Zealand - have reached the level
of both really advanced and very practically-oriented computer simulation work. A framework
is now available based on what is called spatial and stochastic simulation in which an ever-
increasing range of diseases and disease control strategies can be evaluated and compared
(Jalvingh et al., 1998). Third, I got to learn Gareth Davies who chaired the meeting of the FAO
Commission where I was asked to present the then available model and its outcome. This
contact worked out to be highly determinant for our further activities in this area.

' Previously: Animal Health Economics Group, Wageningen Agricultural University. Current address:
Nutreco, P.O. Box 220, 5830 AE Boxmeer (the Netherlands)
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Over the years, Gareth Davies has been very supportive of a quantitative and integrated
epidemiological and economic modelling approach to help improve policy-making in contagi-
ous animal disease control. This resulted among other things in me (as a non-veterinarian)
becoming a member of the Scientific Veterinary Committee in Brussels. Through this mem-
bership it was possible to establish a closer connection between epidemiological and economic
modelling research on the one hand, and actual disease control policy-making on the other. It
also gave me the opportunity to work with him in Brussels on various interesting projects, the
last one of which was focused on animal health and related problems in densely populated
livestock areas (Dijkhuizen & Davies, 1995). Unfortunately, this one became reality shortly
afterwards when the Netherlands was faced with an outbreak of Classical Swine Fever in one
of its most dense pig areas. Undoubtedly, this outbreak has been the biggest and most costly
one of its kind so far, and has not only led to increased epidemiological and economic research
but also started intense political and public debates about the future of intensive livestock
industry in general and disease control strategies in particular. It is therefore that I have chosen
this sad but realistic example to be the core of my Gareth Davies lecture and would like to
discuss with you the lessons (to be) learned from an economic perspective.

THE ACTUAL OUTBREAK: EXTENT AND ECONOMIC LOSSES

On February 4 1997, Classical Swine Fever (CSF) was diagnosed on a farm in the
southern part of the Netherlands. Thus started an epidemic in one of the most densely popu-
lated pig areas of the world, with between 2500 and 2900 pigs per km* and about 1000 pigs
per farm. By the end of October 1997, 420 farms were infected and detected. In the next four
months another 9 cases occurred, with the last one on March 6 1998, and it was only in May
1998 that it was evident that the disease was definitely eradicated. Control of the outbreak was
carried out within the EU Directive 80/217 from which two main instruments were applied:
stamping-out infected herds and movement restrictions. In addition, pre-emptive slaughter was
carried out, and included a total of 1286 farms. These measures together led to a destruction of
almost 2 million pigs, of which 0.7 million were infected and detected and 1.1 million pre-
emptively slaughtered. By far the biggest number of pigs was destroyed because of welfare
slaughter, i.e. 9.2 million, of which almost 2.5 million fattened pigs, 5 million weaned piglets,
and 2 million young piglets of between 3 and 17 days old. A summary of the figures is given in
Table 1.

Table 1. Extent and economic losses of the outbreak

Number of farms infected and detected 429
Number of farms slaughtered pre-emptively 1286
Number of pigs infected and detected ’ 0.7m
Number of pigs slaughtered pre-emptively I.1m
Number of pigs for welfare slaughter 92m
Total economic losses (billion NLG)” 4.7

*Exchange rate: 1. 8 NLG =1 US$ and 2.2 NLG = 1 Euro
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Total economic losses of the outbreak were calculated to be 4.7 billion Dutch guilders
(Meuwissen et al., 1999), as also indicated in Table 1. This total equals about 2.5 billion US$
and 2.1 billion euros. Almost 40% of the losses were related to welfare slaughter, where stam-
ping-out infected farms and pre-emptive slaughter caused 4% and 8% of the total respectively.
Costs of organisation (such as extra personnel costs for crisis centre and field tasks) turned out
to be 6%. Total losses of the outbreak were about equally distributed among public and private
sectors, with the EU bearing 37% (1.7 billion NLG), the Dutch government 10% (0.5 billion
NLG), the farmers 28% (1.3 billion NLG) and the related industries, such as slaughter houses,
animal traders, feed suppliers and breeding organisations, 25% (1.2 billion NLG).

THE SIMULATED OUTBREAK: ‘WHAT ... IF’
The model

The Dutch disease control authorities as well as the Parliament asked for an evaluation of
the efficacy of the control strategies that had or could have been applied during the course of
the epidemic. A preliminary analysis, using a deterministic-tree model had provided some initial
estimates of the efficacy of pre-emptive slaughter of neighbouring farms (Elbers et al., 1998),
but these estimates were influenced by many other factors that had occurred simultaneously
and could not be controlled in the analysis. Computer simulation is considered a more
appropriate approach for such analyses (Dijkhuizen & Morris, 1997). This was especially so in
this case, where a comparison of the simulated and the actual outbreak could serve as a unique
basis for model validation.

The conceptual model underlying the analyses was developed in New Zealand and focused
on FMD (Sanson, 1993). The model was further developed and modified to suit Dutch and EU
conditions, and was also adapted to CSF (Jalvingh et al., 1998). Starting point in the model is
data on individual farms, including animal numbers and geographic location. The spread of
CSF-virus between farms is simulated from day to day via two possible spread mechanisms: (a)
contacts (animals, people, vehicles, material), and (b) local/neighbourhood spread. Once the
first infected farm is diagnosed, several control measures can be put in place, such as stamping-
out, tracing, movement control and pre-emptive slaughter. Spread and control mechanisms
include risk and uncertainty through so-called Monte Carlo simulation, and act spatially by
using the geographic location of farms. Key-issue of Monte Carlo simulation is that an input
value for a specific variable is sampled from an appropriate probability distribution. This has
the disadvantage that multiple runs are required to get a reliable estimate of the average
outcome. The major advantage is that these replicates provide insight into the spread in
possible outcome and hence into best and worse case scenarios (Dijkhuizen & Morris, 1997).
In the CSF-model 100 replicates were carried out for each set of input values. Examples of
important input parameters are the interval of infection to detection, the distance and chance of
local and contact spread, the size and duration of protection and surveillance zones, and
when/where/how pre-emptive slaughter is carried out. In total more than 100 input variables
are included in the model. Where possible these inputs were based on the outcome of the first
epidemiological analyses of the real outbreak, complemented with experts’ estimates. More
detailed information on the model is provided by Jalvingh et al. (1999).
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Outcome basic simulation

The basic simulation was aimed at simulating the real outbreak as closely as possible.
Simulation started on the day the first case was detected, i.e., February 4 1997. The most likely
date of infection of the first farm was estimated to be December 23, 1996 (Elbers et al., 1999),
and at the time of first detection already 36 more farms were infected. In the model these farms
were considered fixed events, and used as starting point for further simulation. Some key-
outcome of the basic simulation is summarised in Table 2.

Table 2. Comparison of the real and simulated outbreak

Real Simulated outbreak
outbreak  median (50%) 5%-percentile 95%-percentile

Number of detected farms 429 381 231 1787
Farms pre-emp. slaughtered 1286 741 320 1865
Duration of outbreak (days) > 365 306 254 >365
Losses (billion NLG) 4.7 2.5 1.8 4.1

Given the restricted time available for the simulation and for the epidemiological analyses
to provide the underlying input values, the basic simulation was considered reasonably close to
the real outbreak. The median of the 100 replicates of the simulation shows an outcome of 381
infected and detected farms. This is less than the 429 farms in the real outbreak, but still
excessive. The median for the number of pre-emptively slaughtered farms deviated much more
from reality, despite the fact that the written protocols obtained from the disease control
authorities were followed in the model precisely from week to week. One possible reason for
the lower number in the simulation is that the total geographic region in the simulated outbreak
is somewhat smaller than in reality. It may also be possible, however, that at some stage(s) of
the actual outbreak pre-emptive slaughter was carried out more than indicated in the written
protocols. The number of pre-emptively slaughtered farms could be increased in the simulation,
but not without the number of infected and detected farms becoming too high. Despite the
deviation of the median, it is also shown in Table 2 that the real number of pre-emptively
slaughtered farms fitted well within the 5%-95% interval of the simulated outcome. The same
applied to the duration of the outbreak. The losses calculated in the simulated outbreaks were
considerably lower than in reality, although the same calculation model was used (Meuwissen
et al.,, 1999). Besides the smaller size of the simulated outbreaks, there are two major reasons
for the differences in extent of the losses: (1) some costs - such as for disease control
organisation - were only available for the entire outbreak and hence could not be split up and
included in the simulation, where outbreaks differ in size, and (2) average pig prices for 1997
were considered more appropriate for use in the simulation than predicted prices which should
then be related to each simulated size of the epidemic.
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Evaluation of events and control strategies

To gain insight into the possible impact of various events and control strategies, about 20
different alternatives / scenarios were defined and simulated. Vaccination was not included in
the alternatives, as this was not considered a realistic option for such a much exporting country
as the Netherlands’. For each alternative set of input values 100 replicates were carried out
again and the outcome was compared to the basic simulation. A summary of the outcome
(median values) for some of the most important alternatives is given in Table 3.

Table 3. Possible impact of various events and control strategies

Detected Pre-empt. Duration Losses
farms slaughter (days) (b NLG)
Basic simulation 381 741 306 25
First detection - 2 wks 201 453 298 20
Pre-empt. slaughter 4/2+ 70 451 164 1.3
Maximum hygiene 40 20 98 0.8

As indicated in Table 3, the outbreak would have been considerably smaller and also at a
lower cost if the first case had been detected 2 weeks earlier. Then the most reasonable (i.e.,
median) outcome would have been 201 infected and detected farms, to 381 in the basic
simulation. The number of pre-emptively slaughtered farms then would also have been conside-
rably smaller. There would have been an even bigger impact, had a strict and extensive pre-
emptive slaughter policy been applied right from the beginning of the outbreak on February 4
(.., slaughter of serious contact farms and farms within 1 km around an infected premise). In
reality, only 26 farms were emptied around the first 2 detected cases. Major reason for not
continuing was because pre-emptive slaughter was seen as a highly inefficient method to stop
the epidemic. Emphasis should be put on tracing possibilities (Terpstra, 1998). Pre-emptive
slaughter was started again around the middle of April, when it the outbreak appeared to
growing still rapidly. As shown in Table 3 a more strict and extensive pre-emptive slaughter
policy from the beginning could have limited the size of the outbreak to 70 farms, even in such
a highly densely populated pig area. Also the total number of pre-emptively slaughtered farms
would have been much lower than in the basic simulation, and the total duration of the
outbreak would have been not longer than about 5 months. Total losses would have been
smaller accordingly. Finally a theoretical option is presented in Table 3, assuming maximum
hygiene, i.e., no risk of infection through local spread. Could that be realised, then even the
currently applied policy would have been strict enough to keep the size (and losses) of the
epidemic within acceptable limits.

? Research is under way to simulate the possible impact of the newly developed marker vaccines.
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LESSONS TO BE LEARNED FROM AN ECONOMIC POINT OF VIEW

Reducing the risk of introduction

The costs of the 1997/98 outbreak of CSF can be considered record high. The previous
big epidemic in the Netherlands dates back to 1983/84, when around 350 farms were infected
and detected (Davies, 1995). In between, some small outbreaks occurred, i.e., 36 infected
farms in 1985, 1 in 1986, 1 in 1987, 2 in 1990 and 7 in 1992. Such an outbreak pattern leads to
a loss of between 300 and 400 million Dutch guilders per year. Thinking the other way around,
this means that such an amount of money could be spent annually to avoid the introduction of
CSF-virus into the country / region. Horst (1998) found the import of livestock and livestock
products to be the two major risk factors, together accounting for more than half of the total
risk. So, considerable money is available to improve the traceability of animals and animal
products. Moreover, a joint effort of countries facing regular outbreaks (and losses) to impro-
ve the health status in ‘virus-source countries’ or even eliminate the major sources of infection
could be a very attractive investment from an economic point of view. The first lesson to be
learned, therefore, is to consider to increasingly invest in improving the animal health status
outside the country’s own borders, i.e., in regions / countries that cause a serious threat to the
animal health status of others, either directly or in an indirect way.

Limiting the high-risk period

The length of the high-risk period (HRP) is one of the most important parameters that
determine the magnitude of an outbreak because it defines the period in which the virus can
circulate freely (Horst, 1998). The period begins when the first animal is infected and ends
when all eradication measures are in full operation, i.e., the region concerned does not longer
involve any risk for other regions. Within the entire HRP the probably most important part
begins when the first animal is infected and ends when an infected animal is detected, i.e., the
period of undetected infection. The length of this part depends on the alertness and motivation
of farmers and veterinarians. Horst et al. (1998) consulted Dutch CSF-experts, who estimated
the most likely length of this period to range from 21 days in the Netherlands to 42 days in
Eastern Europe. Experts from research were much more pessimistic than those involved in
policy-making and field work, and estimated these values to be 28 and 60 days respectively.
The most likely date of infection of the first farm in the 1997/98-outbreak was estimated to be
December 23 1996 (Elbers et al., 1999), as mentioned before, which means that the period of
undetected infection was 42 days in this case. This is much longer than the experts’ estimate
for the Netherlands, and also made that at the time of first detection already 36 more farms
were infected. Simulation showed that a 2-week earlier detection of the first case would have
limited the size of the outbreak considerably and would have saved around 500 million Dutch
guilders (Table 3). The second lesson to be learned, therefore, is that there is considerable
economic scope to develop tests and monitoring systems that help improve the alertness and
motivation of farmers and veterinarians to detect the first infected farm as soon as possible.
Regular training sessions could also be of help.
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Pre-emptive slaughter

Simulation suggests that the epidemic would have been much smaller if pre-emptive
slaughter had been used consistently right from the beginning (i.e., February 4) onwards. The
effectiveness of pre-emptive slaughter agreed with the perception of many involved in the con-
trol of the real outbreak, and it was therefore proposed by the Minister to include pre-emptive
slaughter as a standard strategy for future epidemics in the Netherlands (Ministry of
Agriculture, Nature Management and Fisheries, 1998). The finding was also in agreement with
conclusions from previous outbreaks in Belgium (Vanthemsche, 1995) and Germany (Win-
kenwerder & Rassow, 1998). Economically, pre-emptive slaughter was not as expensive as
feared, because the smaller size of the epidemic led to much lower overall costs. The outcome
of the simulation also puts the discussion on emergency vaccination in a better perspective. It
is highly questionable whether vaccination (had a marker vaccine been available) could have
reduced the size of the epidemic to less than 70 farms, taking into account the fact that already
36 more farms were infected at the time of first detection. A possible advantage of vaccination
could be fewer farms to be slaughtered pre-emptively than the 451 currently calculated under
the strict pre-emptive slaughter policy (Table 3). That would of course have been a great
advantage to the farms involved, and certainly more acceptable to the public. Whether it also
would have been economically more attractive highly depends on the acceptance of vaccinated
animals by domestic consumers and international trade. More research and negotiations are
required to find out more about these issues. For now, the lesson to be learned is that
epidemics of CSF can be controlled effectively without vaccination, even in densely populated
pig areas. Research is under way to further test and refine this conclusion for various areas and
conditions.

Hygienic improvements versus industry restructuring

The 1997/98 outbreak in the Netherlands has drawn a lot of attention in the media and
started an extensive debate among the public and in the Parliament about the future of the
swine industry. This has led to legislation that reduces the herd size of each individual pig farm
by 20%. Moreover, it is proposed to establish regional clusters separated by pig-free corridors
of at least 1 km wide. These measures have highly been questioned, and even brought to court.
Farmers and related industry strongly feel that the outbreak of CSF has been mis-used by the
Minister to settle other issues, such as environmental improvements. This view is supported by
a wide group of scientists, who also questioned the efficacy of these measures with respect to
future CSF outbreaks (Wageningen University and Research Centre, 1999). Of course, the
measures will contribute to a better disease control, but at too high a price and not without
additional measures to improve the management in general and the hygienic level in particular.
This is in accordance with the simulation exercise, which shows that an improved hygienic
level considerably limits the size of CSF-outbreaks and hence makes industry restructuring
redundant from this point of view (Table 3). Hygienic measures that reduce the infection pro-
babilities, therefore, should strongly be stimulated. Money incentives as to especially the
amount of premium to be paid for future disease control activities are considered essential to
realise such improvements (see also next point).
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Public versus private money

The big impact of the possible preventive measures in general and hygienic improvements
in particular to be taken by the farmers and the related industry supports the question as
brought forward by Davies (1996) whether such a big part of the costs of epidemics should be
borne by the public sector. In the Netherlands this has led to a study to investigate alternative
payment systems (Meuwissen et al., 1997). They suggested a system that provides: (1) a com-
pulsory insurance for losses from stamping-out infected herds to give farmers an incentive to
report an outbreak on the farm as soon as possible, (2) trust in the level of compensation,
because otherwise the incentive to report an outbreak would yet be lost, (3) a level of compen-
sation that is not too high, to avoid that it becomes attractive to get involved in an outbreak,
and (4) a differentiation of premiums to encourage preventive measures and risk-averse beha-
viour. As also pointed out by Howe & Whittaker (1997) it is likely that the government (i.e., a
central authority) remains heavily involved in such a system in order to help guarantee its
future. The first step of such a system for pig farms has been put forward by the Dutch
Ministry and accepted by the Parliament (Ministry of Agriculture, Nature Management and
Fisheries, 1998). Further differentiation in premium related to risk factors is to be expected, as
well as extension of the system to other species. Moreover, private activities are under way to
set up voluntary insurance systems for related losses not included in the common / compulsory
compensation system.

TO CONCLUDE

Much of the vision Gareth Davies expressed in his legislative (i.e., EU) work and scienti-
fic publications has - painfully - been confirmed by the 1997/98 outbreak of CSF in the Nether-
lands. The outbreak also led to full priority for further development and implementation of
computerised information systems, such as EpiMAN (Morris et al., 1992), which Gareth
Davies helped to initiate to bring closer to EU and Dutch conditions (Jalvingh et al., 1998).
Also the close relationship he helped to establish between epidemiological and economic
research on the one hand and disease control policy-making on the other, has shown to be very
fruitful and mutually beneficial (Van Klink et al., 1999). Within the Netherlands a framework
has been put in place for disease control training sessions and continuous improvement of
contingency plans that undoubtly will pay off in the control of future epidemics. A much closer
collaboration and exchange of experience at the international level should be encouraged, and
would be a further realisation of Gareth Davies’ vision and mission.
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RISK MANAGEMENT AND DECISION ANALYSIS IN ANIMAL HEALTH

SALMAN M.!, RUPPANNER R.?

Risk analysis & communication (RAC) is a process used to derive and communicate a
qualitative or quantitative estimate of the risk involved in an activity and of the
relative merit of various risk mitigating options. It is currently used in many areas of
endeavour. In the last two decades, RAC has found applications to animal health
issues; it has been the focus of investigators and a preoccupation of many animal
health decision-makers mainly in their dealings with cross-border movement of
animals (trade) and their products. The main components of RAC are hazard
identification, risk assessment, and risk management; each using its own tools and
techniques. Hazard identification and risk assessment constitute the investigative
phase, risk management (RM) the implementation phase, of the RAC process.

In this presentation we attempt to demonstrate the importance of using sound
epidemiological input data in both the investigative phase and in the risk management
component of the RAC. To that effect we first review the relationship between RAC
and the quality of input data; then introduce a framework for RM; and finally examine
how decision analysis (DA) contributes to risk management.

RAC AND THE IMPORTANCE OF QUALITY INPUT DATA

The accuracy of the output of the RM component (a decision about which mitigation
option to select) depends to a large degree on the reliability of the input data used in
the RAC process. For import risk analysis "input data" refers mainly to data of the
disease prevalence and its determinants in the exporting country. The reliability of
such data, in turn, depends on the quality of the veterinary services; the surveillance
systems in place; and the diagnostic capabilities. In the case of a public health related
RAQC, reliability of the input data depends mainly on the local conditions of the same
factors. In both cases, the quality of these input data depends on the reliability of the
findings from the epidemiological investigations of the disease condition under study.

Measuring the risk posed by a biological phenomenon such as a disease can be a
rather subjective undertaking. The degree of subjectivity must be reduced as much as
possible in order to make the measurement more valid and reliable. The reliability can
further be augmented by thoroughly reviewing the information about the disease and
its circumstances; i.e., the epidemiology of the disease. The more information that is
available about the epidemiology of the agent or the disease, the easier it is also to
move from a qualitative to a quantitative approach for the RAC process.
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Several unique issues are associated with utilising population animal disease data
when when embarking on a RAC process, particularly when dealing with contagious
infectious diseases; they are:

1. Animal populations are aggregated and mobile, therefore, their diseases can be
clustered and dynamic in time and space.

2. Infectious diseases have different epidemiological characteristics than do non-
infectious diseases. Hence, when doing a risk analysis involving an infectious
disease in an animal population, one needs to account for these differences.
Unfortunately, for many of these infectious diseases of livestock, there is a partial
or complete lack of epidemiological knowledge, thus introducing uncertainty into
the risk analysis process.

3. Screening of infectious diseases of livestock usually requires more than one test.
However, the use of a combination of tests, either sequentially or simultaneously,
may underestimate the true prevalence of a disease when the tests measure
similar biologic markers. Methods to adjust for the use of multiple dependent tests
need to be incorporated into the prevalence assessment part of the risk analysis
procedure.

4. The international requirements of freedom from infectious animal diseases
mandate the availability of negative outcomes of surveys and surveillance
systems. Methods to evaluate negative results arising from these systems--be it at
herd, region or country level--need to be developed. Existing approaches,
developed mainly in the human and public health sectors and used in animal
health, have focused on the detection of cases rather than on demonstrating their
absence in a population.

5. The quality of animal health programs and surveillance systems in different
countries varies more than that of similar systems in human medicine. Animal
disease risk analyses need to take this variability in the quality of programmes into
account along with the associated uncertainty. Objective methods to assess the
quality of animal health programmes become a necessity.

6. Only few software exist that can simultaneously evaluate the dynamics of disease
transmission and apply the outcomes to risk analysis for infectious animal
diseases.

7. Economic models too require scientifically sound parameters which,
unfortunately, are not usually available.

There is a need to develop approaches that can adjust for or solve the problems
pointed up by these issues; only then will epidemiological input data make their full
contribution to risk analysis in animal health. '



A FRAMEWORK FOR RISK MANAGEMENT

The outcome of the risk management process should be a decision as to which of
several risk mitigation options is the most appropriate one to implement. The various
release and exposure assessment scenarios utilised in the early part of the analysis
forecast the RM options that need to be considered. Likewise, many of the biological
assumptions embodied in the risk assessment component of the RAC must be carried
over into the RM component and given heed to. In addition, the impact of each option
on the "total environment" must also be accounted for, because many segments of
society could be affected by the mitigation action selected. In the animal health arena
the stakeholders include consumers, the livestock industry, public health officers,
local animal health officers, veterinarians, and others. Political and social
consequences are a further issue to be taken into account in the evaluation of each of
the risk mitigation options. It is against this background that we present the following
general framework for the risk management process. Each of the six elements of he
framework has a certain role to play in the overall process and some can also be used
as inputs in the decision analysis outlined under the next subheading.

1. All the options that could be helpful in mitigating the risk under consideration are
listed. The hazards identified at the beginning of the RAC are good starting points
to identify RM options. Following is an example to illustrate this point.

Country A wishes to import animal skins to be used for musical instruments from
country B in which FMD, anthrax, and Clostridium perferingens are endemic. If
FMD and anthrax are considered to be the main hazards, the risk management

process should include risk mitigation options for the agents of at least these two
diseases.

2. The specific purpose for each of the options identified in the previous step is
spelled out. One answers the question "what is the potential effect" of this option;
is it complete avoidance of a risk; is it mere ris: reduction; or is it strictly to gain a
monetary advantage (minimising the losses or maximising the benefits)? The
example below serves to illustrate this.

Risk mitigation options in the above example could be a) a ban on the importation
of the skins (avoidance of risk); b) a requirement to disinfect the skins in country
A (risk reduction); or c) a decision to import and then treat the skin in country B
(monetary advantage).

Each option is evaluated by balancing three criteria against each other; they are:
the estimated risk (the output of the risk assessment component); the acceptable
risk (the output of regulatory guidelines or of professional or expert judgement);
and an opportunity for gain--particularly a gain associated with trade.

3. The impact of each of the options identified in step one is appraised in relation to
political, sociological and, at times, psychological issues. This may require input
from various stakeholders affected by the risk mitigation action, but is an
important precaution to ensure that the decision will have a chance to be
implemented successfully. The following imaginary situation illustrates this point.



A ban on the importation of the skins mentioned above could be construed by a
particular interest group as discriminating against a certain kind of musical
expression which relies on the availability of these specific skins.

Furthermore, the impact appraisal can also serve as a cost entry and/or a
probability entry in the decision tree discussed below.

4. The nature of the uncertainties associated with each option needs to be delineated
and prioritised. It is important to conduct a thorough investigation to identify these
uncertainties and, if possible, to quantify them. The real or estimated values can
then be used as a probability entry in the DA model. Literature reviews and expert
interviews are a good sources of information at this point.

There is uncertainty about the effectiveness of the disinfection procedure used in
the risk reduction option proposed in our example. This uncertainty can be
expressed as a probability of the agent being able to survive the process.

5. The costs and time delays associated with each of the options will have a major
bearing on the feasibility of the proposed risk mitigation intervention; they can
also make a contribution as a cost factor in the decision analysis as illustrated in
the example below.

Treatment of the skins in country B could be considered prohibitively expensive
due to high labour costs and because of the excessive duration of the treatment.

6. Finally, the magnitude of the risk reduction associated with each of the options
needs to be elucidated taking into consideration the elements mentioned in steps 2
& 3. Here, epidemiological tools such as relative risk and attributable risk
calculations can play a major role (see below).

The amount of reduction in the anthrax spores achieved by using different
disinfection methods can be compared by means of a relative risk ratio which can
then be used in the DA process.

DECISION ANALYSIS AND RISK MANAGEMENT

Decision analysis (DA) offers a structured process for organising information and
incorporating uncertainty into a decision making process. Several disciplines have
utilised this tool to assess options and to arrive at a decision as to the most appropriaté
option. According to Clemen (1996) dccision analysis is "a scientific discipline that
describes an approach to decision making under conditions of complexity, with
inherent uncertainty, multiple objcctives and different perspectives of the problem".
Economists and engineers commonly use this tool in their conventional evaluation of
alternatives. Decision analysis does not provide solutions, rather it is a source of
information that provides insight into the situation by clarifying the uncertainty,
objectives and counter points. Therefore, decision analysis is an aid to a decision-
maker to justify a particular intervention.

Three approaches to decision analysis are commonly used: pay-off tables, influence
diagrams and decision trees. Pay-off tables are often used by economists; influence



diagrams are structured displays of decisions, uncertain events and outcomes--they
provide a snapshot of the decision environment at a given point in time. Computer
software users have a tendency to use influence diagrams to do decision analysis.

The decision tree is a display of the decision analysis which represents the options and
their associated outcomes; it shows more detail than the other two structures. We will
focus on the decision tree as a model to show how decision analysis can be used in
risk management. Decision analysis as applied to RM involves the following steps:

1. The risk mitigation options which have previously been identified constitute the
branches of the decision tree; they should be mutually exclusive and independent
of each other.

2. For each option all potential outcomes are identified--ignoring one of the
possible outcomes of an option can lead to erroneous conclusions.

3. A cost is assigned to each of these outcomes. The cost can be a loss or a gain in
income. Social and/or political values can be incorporated at this stage of the
process as part of the cost.

4. A sensible probability value is assigned to each of the outcomes identified in step
two. These probabilities can be real values and may be obtained from the
literature, from experts, or they can be estimations based on opinions. A
probability can be computed either by means of a deterministic or a stochastic
procedure, depending on the interest and the sensitivity of the desired outcome.

5. For each outcome the probability value is multiplied with the associated cost and
the products are summed to obtain the utility value of each option. The option
with the lowest loss value (if losses are considered) or with the highest gain value
(if gains are considered) would be considered as the option of choice.

6. Finally, the analysis is subjected to a sensitivity analysis; i.e., steps 3 through 5
are repeated with different assumptions, different probabilities, or variable costs.

CONCLUSION

* Epidemiology can make a significant contribution to the risk analysis &
communication process because professionally conducted epidemiological
investigations provide reliable input data for this process; ignoring the valuable
contribution epidemiology can make, may lead to erroneous outcomes of a risk
analysis & communication exercise in the animal health arena.



* The risk management (RM) component of the risk analysis & communication
process is not an independent entity. RM relies on the input from the investigative
phase of the RAC process and leads it to the intervention phase, namely to the
implementation of a risk mitigation action.

* Decision analysis (DA) is one of the tools used within the RM framework; it is the
tool par excellence to derive a decision from the RM process. However, DA does

not provide the solution, rather it helps to structure the information and to clarify
the impact of uncertainty.
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AN APPROACH TO THE EVALUATION OF A CLASSICAL SWINE FEVER
OUTBREAK. THE ROLE OF EPIDEMIOLOGY AND ITS RELATION TO POLICY

E.G.M. VAN KLINK', J.W. DUJZER?, HM.E. DE SWAAF, R.J. HEIJINKZ, O.N.M. VAN
EUCK?, AND J.H. BAKKER®,

From February 1997 onwards The Netherlands experienced an unprecedented outbreak of
classical swine fever. The outbreak lasted well into 1998, and a total of 429 farms were found
infected. On another 1289 farms the pigs were killed and destroyed pre-emptively, either
because of contacts with infected farms, or because of the presence of an infected farm within
a | kilometre radius (Ministry of Agriculture, Nature Management and Fisheries, 1997, 1998,
Jalvingh et al., 1998b). The impact of the outbreak, on the attention of the Dutch community
being drawn to the problem, the consequences for the pig production sector, and the enormous
costs involved in the control of it, was very large. Therefore it was deemed necessary to carry
out an elaborate evaluation of the outbreak and its control. This evaluation was aimed at
identifying elements that were relevant for the prevention of a similar catastrophe, at
identifying elements in the control activities that needed improvement, and at proper
information of Parliament on results and effectiveness of the outbreak control efforts.

In this paper the approach used for the evaluation of the outbreak is described. The role
epidemiology played during the outbreak, but more specifically in the evaluation process is
elaborated on.

SHORT OVERVIEW OF THE 1997 OUTBREAK.

On the fourth of February 1997 a diagnosis of classical swine fever was confirmed on a
farm in Venhorst, in the south of The Netherlands. The eastern part of the province of Noord-
Brabant, where Venhorst is located, is one of the most densely populated pig producing areas.
Figure 1 shows a map of The Netherlands with the total area under surveillance during the
outbreak.

Soon it was found, that more farms had been infected. In the first 4 weeks of the outbreak
27 farms had to be cleared. The numbers of new infections found per week remained high,
and especially during the summer the numbers rose. At the peak of the outbreak up to 26
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infected farms were cleared per week. Figure 2 gives an overview of the total number of
infected farms cleared during the entire outbreak.

Pre-emptive slaughter of farms, either contacts or neighbourhood farms of those infected,
was done during the larger part of the outbreak. An overview is given in fig. 3. Over 11
million pigs of all ages were eventually killed, either originating from infected or pre-
emptively slaughtered farms, or bought out because of animal welfare constraints. Altogether
the costs of the outbreak ranged in the billions of Dutch Guilders.

APPROACH

Under the supervision of a steering group, a project team was set up to implement the
evaluation of the outbreak. The evaluation of the initial phase of the outbreak started already
before the outbreak had entirely ended (Ministry of Agriculture, Nature Management and
Fisheries, 1997). A second evaluation document looked back at the entire outbreak (Ministry
of Agriculture, Nature Management and Fisheries, 1998).The project team involved three
research groups in the process, each with its own area of attention:

Research group fieldwork

Because of the expected amount of effort to be put into the evaluation of the outbreak,
and in order to allow for a more objective view on the events that took place during the
control activities, it was decided to employ a research group from outside the Ministry of
Agriculture, Nature Management and Fisheries to carry out the evaluation of events and
decisions. This group, consisting of employees from two consulting companies (Deloitte &
Touche and Research voor Beleid), was expected to carry out a thorough analysis of
organisational aspects, of events and their background, of decisions made and their arguments
and context, and of relations between actions, organisation and circumstances. This group was
also responsible for integration of all information generated and for editing of the reports.

Research group epidemiological and economic simulation modelling

A second research group, from Wageningen Agricultural University, was involved in the
evaluation in order to design a computer simulation model for the spread of CSF, that should
enable analysis of the consequences of measures and events for the development of the
outbreak, and of economic aspects of the outbreak and outbreak control measures (Jalvingh et
al., 1998b).
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Operational epidemiology team.

The operational epidemiology team was primarily established to support the on-going
control activities, as prescribed in the EC-directive on classical swine fever control (EC,
1980). On the basis of the information brought together by this team surveillance and
screening activities were managed, and decisions on control activities, such as clearing of
contact farms, were taken, and on-going analyses of events in the outbreak was provided to
improve veterinary insight in the disease behaviour (Stegeman et al., 1997).

Figure 4 provides an overview of the organisation of the project and the relations between
the groups involved, as proposed in the original plan for the project. In practice,
communication lines not always operated as intended. The project team regularly intervened
in establishing and maintaining communication lines between groups, passing information
from, particularly, the two (veterinary) technical groups to the research group fieldwork.

EXPERIENCES

Research group fieldwork

Through interviews and study of available information and documentation the research
group tried to gain insight in the processes that took place throughout the outbreak. For all
decisions made during the outbreak, the team tried to document the arguments that led to
these decisions. Also the justifiability of both arguments and decisions was analysed, using,
where appropriate, information provided by the other two research groups. Bringing the
necessary information together was not always easy. Arguments were not always clearly
documented. Furthermore, the amount of information generated during the outbreak was vast.

In view of oncoming elections, there was a relatively high pressure on time. The exercise
was expected to produce its result before the recess preceding the elections, in order to allow
Parliament to react on it. The resulting time pressure demanded a large effort from the group.

For the project team assessment of the progress and activities of the group appeared to be
difficult. Drafts were produced regularly of parts of the final report, but an overview of the
activities of the group was lacking. Only towards the end of the project period integrated
drafts could be presented.

Research group epidemiological and economic simulation modelling

The model used for the evaluation of the control strategies deployed in the CSF-outbreak,
the InterCSF model, developed on the basis of the InterSpread model (Jalvingh et al., 1996,
Jalvingh et al., 1998a) provided a clear insight in the relative importance of control strategies.
The technical experiences and results are reported separately (Jalvingh et al., 1998b).
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In order to feed the model, the research group used factual quantitative information on
epidemiological events during the outbreak, provided by, among others, the operational

epidemiology team (Stegeman et al., 1997), as well as information on decisions and actions
provided by the research group field work.

Operational epidemiology team

In the framework of the evaluation the information produced by the team was mainly used
to feed the InterCSF model, and the team also assisted in providing argumentation for
decisions made during the outbreak, to enable the research group fieldwork to carry out the
analysis. The team also assisted in the valuation of the input in the model. For the model to be
able to evaluate variations in control strategies, a baseline strategy has to be agreed upon. The
project team was involved in the decision on the level of this baseline, on the basis of a
proposal done by the research group.

DISCUSSION

The outbreak of classical swine fever in 1997 was the largest ever recorded in The
Netherlands. The only comparable outbreak took place from 1983 through 1985, during which
period 373 farms were infected (Meuwissen et al., 1997). This outbreak lasted several years,
in a period when vaccination as a control strategy was still used. Partly through a masking
effect of vaccination, and partly because of designated vaccination areas being too small, this
outbreak may have been lingering for such a long time. Probably, the present approach of
rigorous stamping out draws more attention of the general public to the problem than the
approach followed in the 1983-1985 outbreak. Vaccination is often mentioned in the
discussions as a preferable tool. It is however questionable whether such an approach would
be cheaper, or would eventually cost less pigs lives. The international discussion, in particular
within the EU, on the non-vaccination policy (EC, 1980, Laddomada and Westergaard, 1997),
plays a key role in the possibilities of vaccination as a control measure. The availability on the
market of marker-vaccines for classical swine fever may prove an important issue in that
discussion. Apart from the availability, research is needed on protocols for application; under
what circumstances does one decide to use vaccination, which characteristics of the outbreak
area (density of farms, distance between farms, size of total population, etc.), of the disease
(virulence of virus strain, speed of spread, etc.) are important, how to decide on the size of the
vaccination area, how to prioritise in categories or age groups, are some of the questions to be
answered in this process. Further development of the simulation model (Jalvingh et al., 1998a,
Jalvingh et al., 1998b) may provide information needed to design such a protocol.

The InterCSF simulation model (Jalvingh, et al., 1998) in its present state proved to
provide very useful information to evaluate the measures taken in the 1997 outbreak. After
calibration of the model in order to reflect as much as possible the actual situation in the real
outbreak, control measures could be varied in terms of starting moment, intensity, extent, etc.,
after which the effect on the course of the outbreak could be simulated (Jalvingh et al.,
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1998b). Specifically in calibration of the model, the information provided by the operational
epidemiology team was essential (Stegeman et al., 1997).

Stegeman et al. (1997) concluded already, that measures prescribed in the EU-regulations
seemed insufficient to end the epidemic in a pig dense region such as the south east of The
Netherlands. Additional measures seemed necessary, among which pre-emptive slaughter of
contact and neighbourhood herds, reduction of truck movement for the market support
systems that were in operation, and a strict hygiene programme. The simulation model showed
the possible extent of the effect of the measures (Jalvingh et al., 1998b). These results give
rise to the development of new approaches in the control of classical swine fever. For the
instrument of pre-emptive slaughter a protocol should be worked out, including criteria on the
basis of which it is decided to use it, much comparable to the one for the vaccination strategy.

A large problem for the evaluation of the epidemic was, that for several episodes the basis
and arguments for decisions taken have not always been recorded unambiguously. A
conclusion of the evaluation was, that clear control plans were needed, as well as regular
training with their operation (Ministry of Agriculture, Nature Management and Fisheries,
1998). A clear and effective crisis organisation is necessary, and absolute clarity should be
created on organisation and strategy for all involved, and especially for the pig producing
sector itself. An important finding was, that information needed for the planning and
execution of control measures and the management of the control exercise was not always
directly at hand. It often took time to find the information needed and to link up databases
where necessary. From the policy-makers complains were heard on the adequacy of the
information provided to base policy decisions on at the central Ministry level. A well
integrated, up to date information system, capable of providing information in designated
formats for the various purposes is highly needed. Such an information system should be
based on a solid and reliable central farm registration and management system, linked to a
proper identification and registration system, combining records of location and transfers of
animals. Preferably the system should also contain information on health aspects and health
status of individual herds. Much of the information is in fact available. The challenge is to
integrate the databases into one, readily accessible (at least for relevant authorities) system.
Reliability is a key quality of the system; in the description of the National Animal Health
Monitoring System of the USA King (1988) stated, that decisions will never be better than the
information used to take them.

In principle the InterCSF model, used in the present outbreak as an evaluation tool, could
be linked to the information system, and be developed further into an online decision support
system. The EpiMan system (Morris et al., 1992), to which the model is related, was designed
for such a purpose originally in New Zealand. Important to note is, that models are useful
tools in the support of policy and decision making, but can never replace sound reasoning.
Models do not represent reality, but illustrate possible trends. Through this, they generate
argumentation for decisions to be made. The 1997 outbreak of CSF has provided a wealth of
material on the basis of which the InterCSF model will be developed and refined (Jalvingh,
1998a).

The role of the quality of hygiene and preventive measures at farm level on the
development of the epidemic was recognised in the evaluation. In the modelling the effect
could also be shown (Jalvingh et al., 1998b). This implies, that the individual farmer bears a
large responsibility. In The Netherlands, after outbreaks of CSF and Newcastle Disease in
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1991 and 1992, this notion sparked the project “Animal Health in Motion” (Julicher et al.,
1993), aiming at increasing farmers awareness and sense of responsibility (risk-consciousness)
for the health situation in his herd. Part of the ensuing project, which started in 1995, were
studies into animal health information tools for farmers, animal health monitoring and
possibilities of insurance systems for epidemic diseases (Meuwissen et al., 1997). Although
the project itself has ended, several activities are still continued, one of which being the
further elaboration of a differentiated levy system based on risk factors for all livestock
sectors. Possibilities of recovering the cost of disease control from the sectors were discussed
by Davies (1996) and Howe and Whittaker (1997). Dijkhuizen (1999) discusses the
implications and consequences extensively.

Awareness among farmers of the importance of proper risk management is considered to
be very important. In the project mentioned earlier (Julicher et al., 1993), this aspect received
a lot of attention. In the framework of organised disease control programmes in several sectors
in The Netherlands, awareness of risks and how to deal with them seem to take root. The
recently started IBR eradication programme in the cattle sector is an example of this. Jalvingh
et al. (1998a) showed the importance of several risk factors for this disease through the
application of the InterCSF model. The results of this study, and of another study carried out
within the “Animal Health in Motion”-project (Stegeman et al., 1996) are extensively used in
extension.

The decision to involve a research group for the fieldwork from outside the Ministry to
ensure an objective view on the events, seemed a good one. As mentioned, assessment of
progress and activities in the research team fieldwork was difficult. A factor that may have
been related to this is the apparent lack of an evaluation framework. Policy making principles
and implementation, and as one of the subjects evaluation of policy measures, deserve more
attention within the veterinary profession as well as education and research.

The input from both other teams was essential for the evaluation of the outbreak. The use
of epidemiological data and the modelling allowed for quantitative comparison of alternative
strategies. This was an essential part in the assessment of appropriateness of measures.
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SIMULATION MODELLING TO SUPPORT POLICY MAKING IN THE CONTROL

OF BOVINE HERPES VIRUS TYPE 1

A. VONK NOORDEGRAAF', A.W.JALVINGH', M. NIELEN', P. FRANKEN?
& A.A. DIJKHUIZEN'

Further integration of markets within the European Union (EU) will facilitate trade between
member states. The diversity of animal health status, however, is still a main reason for restrictions on
trade of cattle. Part of these constraints for dairy cattle is due to the agent Bovine herpesvirus type |
(BHV1), causing infectious bovine rhinotracheitis (IBR). While several countries within the EU have
successfully eradicated BHV1 (Denmark, Finland and Sweden) or have an EU approved national
compulsory eradication program (Austria), some other countries still have a high prevalence (Belgium,
the Netherlands).

In the Netherlands, about 42% of the dairy cows has antibodies against BHV 1 and about 85% of the
dairy herds has one or more infected animals (Van Wuijkhuise et al., 1993). At the end of 1998,
12.500 farms were certified BHVI-free, of which 7.300 were dairy farms. As with all
Alphaherpesvirinae, BHV1 has the property to induce latent infection. Therefore, an animal, once
infected with BHV 1, must be regarded as a potential source of the virus and can consequently be
considered a risk to BHV |-free herd mates (Pastoret et al., 1984).

To avoid (future) losses due to export restrictions, and diminish the on-farm costs of reduced milk
production and abortion caused by BHV1 (Wiseman, 1978), plans were developed to eradicate BHV 1
in the Netherlands. Gene-deleted marker vaccines and companion diagnostic tests, are considered
valuable tools for the eradication of the virus (Van Oirschot & Kaashoek, 1996; Bosch 1997).

To support policymakers in their decisions on the eradication of BHVI in the Netherlands,
simulation models that evaluate both the epidemiological and economic consequences of various
control strategies are under continuous development. Questions these models have dealt with so far
were 1) which control strategy should be applied to eradicate the virus (Vonk Noordegraaf et al.,
1998) and 2) how to control outbreaks after re-introduction in BHV 1-free areas. This paper describes
two simulation models that were built to deal with these questions, and gives an overview of results
that policy makers have used to decide on the eradication of IBR in the Netherlands.

MATERIAL AND METHODS

There is a wide range of modelling techniques available to help perform economic analysis of
animal disease and their control (Dijkhuizen and Morris, 1997). The choice of a modelling technique
will depend on a number of factors such as 1) the nature of the problem, 2) the resources available and
3) the availability of data. The two models presented in this paper are both dynamic simulation
models, meaning that time is taken into account and the outcome is calculated for a pre-defined set of
input variables. The first model presented is deterministic, meaning that one set of input variables

! Department of Economics and Management, Wageningen Agricultural University, HollandseWeg 1,
6706 KN Wageningen, The Netherlands.
2 Animal Health Service, P.O. Box 9, 7400 AA Deventer, The Netherlands
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produces one set of output, whereas the second model is stochastic, taking into account random
elements (representing risk and uncertainty with respect to spread and control).

Comparing strategies to eradicate BHV I (state transition model)

Model framework: To compare strategies to eradicate BHV1 from the Dutch cattle population, a state-
transition approach was applied (Buijtels, 1997). The key factor in this technique is the transition
between disease states in which the unit to be modelled (in this case dairy herds) can be.

The population of dairy herds was divided into a number of mutually exclusive disease states, which
were characterised by the ability of the virus to spread within a herd and the initial prevalence of
infected and infectious cows. These states were based on (1) the reproduction ratio Rj,g, which is the
average number of infected animals caused by 1 infectious animal within a herd (2) the prevalence of
gE-positive cows within a herd, within each value of R;,4 and (3) the expected number of infectious
animals in a herd within each prevalence range.

The value of R4 depended on the vaccination strategy applied to the herd. In the model a herd can
either not vaccinate (Rj,¢=5.6; Bosch, 1997) vaccinate with inactivated vaccine (Ri,¢=2.6; Bosch,
1997) or with live vaccine (Rind=1.5). These strategies also affect the number of days that infected
animals spread virus, and the amount of virus excreted after reactivation of a latent BHV1 infection.
Within each value of R4, five gE-prevalence classes were distinguished: 0%, >0% - <20%, >20% -
<50%, >50% - <80% and >80%. Within each prevalence range, there were a few classes of expected
number of infectious cows per infectious herd, based on a deterministic SIR-model (De Jong, 1995).
Infection of young-stock on dairy farms was not included in the model.

The population of herds in the different states are elements of the state vector, and the probabilities
of the herds moving to a different state in the next time period are elements in the transition matrix. By
multiplying the current state vector by the transition matrix, the development of the infection over time
can be calculated. Three herd types, each with a herd size of 50 dairy cattle, were considered in
relation to the number of cows purchased each year (open > 2, open <2 and closed).

The probability of herds becoming infected depends on several factors — requiring that a dynamic
element be included in the calculation of the transition probabilities. The routes of virus transmission
between herds were purchase of infectious cows, purchase of gE-positive cows which reactivate
during transport and so-called other contacts. Furthermore, gE-positive cows can reactivate virus on
the farm during stressful moments. The probability of non-infectious herds with disease state s and
herd type j to become infected in week t (pij(t)) was calculated as:

(8 st By sy
(X O+ ) <X )

pi (H=1-e s + React () )
where
Y = rate of virus introduction by purchase of infectious cows
B = rate of virus introduction by purchase of gE-positive cows which
reactivate during transport
o = rate of virus introduction from other contacts.
Xs(t-1) = number of herds with state s in week t-1
N; total number of herds with which herd-type j has animal contacts
N = total number of herds in the population
React(t) = probability of reactivation in a herd that is in disease state s in week t

The input values used for the model were based on results of (field) experiments where possible,
and estimates of experts when experimental data were not available. Insight into the impact of
uncertain epidemiological and economic input factors was provided through sensitivity analysis.

Control strategies: Each strategy had a threshold value of 5% cow-level prevalence in the national
population, below which the remaining gE-positive cows were slaughtered. It was assumed that no



20

reintroduction of virus occurred thereafter. Five strategies were evaluated, varying from voluntary
participation in a vaccination program to compulsory vaccination for all herds.

Costs and benefits of a program: Program costs are associated with vaccination, diagnosis, monitoring
and early disposal of gE-positive cows. The benefits of a vaccination program were derived as the
reduced economic losses due to IBR. Losses caused by IBR include a lower milk production of gE-
positive cows, clinical and subclinical losses from infectious cows and outbreaks at artificial
insemination (Al) stations. Potential losses due to export bans were not included in the basic
calculations.

The weekly calculated costs and benefits were both discounted by an annual interest rate of 4% (i.e.
market interest rate minus inflation). The economic parameter we chose to use to further compare
vaccination strategies was the ‘pay-back period’, defined as the number of weeks after the beginning
of the strategy at which the cumulative discounted benefits are equal to the cumulative discounted
costs of a program.

Evaluating strategies to control outbreaks in BHV |-free areas (stochastic model)

Model framework: To provide insight into the consequences of BHV1 introduction once free, the
dynamic, stochastic and spatial infection spread model InterSpread (Jalvingh et al., 1998) was
modified into InterIBR. This model simulates the spread and control of BHV1 after re-introduction
into a BHVI-free area. Additions and modifications mainly concerned transmission dynamics of
infectious disease, which were modelled both within and between herds, and the detailed use of actual
farm data to represent the heterogeneous population of cattle farms.

By using stochastic simulation, probability distributions and random elements could be included, to
provide insight into variability of outcome due to risk and uncertainty (e.g. with respect to number of
animals sold, duration till detection of the infection and distance of animal contacts). This made it
necessary to execute multiple runs with the same set of input values, each run representing a simulated
outbreak of BHV 1 after re-introduction. In this way, events could turn out more or less favourable
than the most likely case. A brief schematic representation of the general framework of InterIBR is
shown in Figure 1.

In the initialisation phase, a dataset of farms was loaded into the model, and parameters were
assigned to the various spread and control mechanisms. Simulation of a BHV 1-outbreak started with
introduction of the virus on a pre-defined farm type, after which both transmission within and between
farms were simulated. On a weekly base, between-farm contacts off infected farms that may carry
virus were simulated, where probabilities of transmitting BHV 1 by each of these contacts were steered
by the spread within a farm. Next to an infection spread module, monitoring and control measures
were implemented to simulate detection of the infection and subsequent control activities.

Farm data: The simulation model contained a dataset of 25 thousand fictive, individual, uniquely
identified cattle farms, each with its own characteristics. These herd characteristics were 1) farm type,
2) herd size, 3) open versus closed, 4) yearly number of animals sold for life and 5) geographic
location. Each farm in the dataset was assigned a fictitious location (x and y co-ordinate) at random,
representing the Dutch situation with an average farm density of 1.5 farms per square kilometre.

Information on cattle farms was obtained from the Dutch Identification and Recording (I&R)
system. Summary information on the Dutch cattle farms, used to generate a representative dataset for
the simulation model, is presented in Table 1. Four types of farms were distinguished: dairy, beef, veal
and miscellaneous (such as suckler herds). Within each farm type, various classes of herd size were
distinguished. To get more insight into the potential risk of farms that trade frequently, a special group
of miscellaneous farms was defined (miscellaneous 100+), which sells over 100 animals for life per
year. Each simulation starts with introduction of infection on a pre-defined farm type.

Transmission within farms: To simulate the on-farm spread of BHVI1, a deterministic SIR-model,
using the concept of basic reproduction ratio (R,), was applied (Anderson and May, 1991; De Jong,
1995). With this model, dynamic transitions of animals between the states susceptible
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(S=seronegative), infectious (I=excreting BHV1) and recovered (R=seropositive) were simulated
daily, using the true mass action formulation given by De Jong (1995).

Transmission between farms: InterIBR distinguished three routes of transmission between farms: 1)
animal contacts, 2) local contacts and 3) professional contacts. Weekly, for each infected farm, the
average number of infectious and latently infected animals on that farm was used to assess the risk of
transmission to other farms by each of these routes. The simulation processes of infection spread were
based on Monte Carlo simulation.

1- For each infectious and latently infected herd, the weekly number of animal contacts was derived
stochastically by a Poisson distribution (Vose, 1996). For each animal contact, the distribution over
the states S, I and R on the farm was used to assess randomly the state of the animal sold. Next, for
each animal contact, a destination farm was selected, based on the animal contact-structure between
farm types and the probability distribution for distance classes.

2- For all farms j within a certain radius (default 1 km) of infectious farm i, each week the
probability of becoming infected by local contacts was calculated as:

p e j=Cix {1 _ e—‘([i_/xdix(u’ch 04 within ))} 2
where
Petinj = probability of infecting at least 1 animal on farm j by local contacts with
infectious farm i in week t
C = catch-on-factor for receiving virus through local contacts
I = average number of infectious animals on farm i in week t
d; = herd density within a certain radius of infectious farm (no. farms / km?)
W, = scaling factor for Rq_ wimin
Ro within = reproduction ratio within a herd

3- As with animal contacts, a Poisson distribution was used to stochastically determine the number
of professional contacts in a certain week. In the model, for each professional contact a destination
farm is selected, after which it is determined whether the contact results in BHV I-transmission using:

pp.t,i—>j=Cp><{l"e (]:.leI’)} 3)
where
Ppri=j = probability of introducing virus on farm j by professional contact with
infectious farm i in week t
Cp = catch-on-factor for receiving virus through professional contacts
I, = average number of infectious animals on farm i in week t
Wy = weighing factor for professional contacts

Monitoring_and control: After detection of an infected farm, infection control mechanisms were
activated, which could affect the infected farm, neighbouring farms and contact farms. Three control
strategies were explored: a so-called basic strategy (strategy ), a strategy with fast removal of infected
cattle (strategy II), and a strategy with vaccination of infected farms (strategy 11I).

In the basic strategy, monthly bulk milk tests and half yearly serological tests were carried out on
dairy farms and miscellaneous farms respectively. No monitoring was implemented on beef and veal
farms. As soon as a farm is tested positive, no animal contacts on and off the farm were allowed, and
extra hygiene measures were taken to prevent transmission. Furthermore, after detection, animal
contacts on and off the infected farm were traced. Traced herds, and herds within a 1-km radius were
put under surveillance for a 4-week period. Infected farms did not need to cull their positive animals
immediately, but should do so within five years.
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Strategy Il differed from the basic strategy such that all infected animals on detected farms were
removed within 4 weeks after the on-farm spread of BHV1 had ended. Strategy 11l implemented, in
addition to the basic strategy, a half yearly vaccination program for all animals on infected farms.

Costs of infection and control: For each iteration, InterIBR generated output to calculate economic
consequences of re-introduction of BHV 1. These are related to 1) losses due to infection and 2) costs
of control. Losses due to infection include reduced production (milk or growth), extra feeding costs,
abortion and mortality, taking into account clinical and subclinical infection. (Wiseman et al. 1978;
Hage et al. 1998). Costs for control are related to serological tests, vaccination, culling, and open
places after culling.

RESULTS AND DISCUSSION

Comparing strategies to eradicate BHV | (state transition model)

Some results of the state-transition model, comparing strategies to eradicate BHV1 in the
Netherlands, are shown in Table 2. The first column displays the number of weeks before the national
prevalence of gE-positive cows reached the culling threshold value of 5%. Compulsory vaccination
(Strategy 1) leaded to a prevalence of 5% after 288 weeks. Strategies I11, IVa and 1Vb, which assumed
exceptions from compulsory vaccination, resulted in a prevalence of 5% after about 240 weeks of the
vaccination program. Preceding Strategy IIl with two years of voluntary participation in the
vaccination program (Strategy V), prolonged the period to 5% prevalence by 71 weeks.

The total costs (of the vaccination program, incurred in the period presented in the first column) are
shown in the second column. It appeared that a compulsory vaccination program for all herds
(Strategy II) incurred by far the highest costs — whereas Strategy V (with two years of voluntary
participation) incurred the lowest. When a national prevalence of 5% gE-positive cows was reached,
the model assumed that the last positive cows in the population had to be detected, so that they could
be culled. The costs of testing and culling are not included in the second column of table 2. Detection
was done by testing serum of all cows in the non-certified herds — resulting in the costs presented in
the third column of Table 2.

Table 2. Epidemiological and economic outcomes of different vaccination strategies
for infectious bovine rhinotracheitis in the Netherlands.

Weeks until national Costs to 5% Costs for program-required culling Pay-back
prevalence of gE- (Million Dfl) . (Million Dfl) period
positive cows is 5% Testing Cow losses (weeks)
Strategy | Does not lead to eradication of IBR
Strategy 11 288 320 259 56 598
Strategy 111 241 225 6.0 55 405
Strategy 1Va 241 o219 6.0 55 397
Strategy IVb 242 217 5.9 56 394
Strategy V 312 197 5.5 51 400
Strategy 1 Voluntary program. 30% or 50% participation.
Strategy 11 Compulsory vaccination for all farms.
Strategy 111 As 11, exemptions for certificd herds.
Strategy IVa As 111, excmptions for youngstock on closed herds.
Strategy 1Vb As 111, exemptions for gE-negative animals on closed herds.
Strategy V 2 years as | with 30% participation. followed by III.

Because Strategy Il did not include certification, all cows in the population had to be checked,
incurring large costs of Dfl 25.9 million. The costs of culling of the last 5% gE-positive cows in the
population are presented in the fourth column. At the time a national prevalence of 5% gE-positive



cows was reached, the percentage of herds with a within-herd prevalence between 1-50% varied from
16-21% and the percentage of herds with a within-herd prevalence higher than 50% varied from 1-2%.
The pay-back period, earlier defined as the number of weeks after the beginning of the strategy st
which the cumulative discounted benefits were equal to the cumulative discounted costs of a program,
is presented in the fifth column of Table 2. Preference is given to a vaccination strategy with a short
pay-back period. Strategy Il had by far the longest pay-back period, and is therefore economically not
attractive. Strategies IVa and IVb turned out to be the most attractive from this point of view.

Evaluating strategies to control outbreaks in BHV |-free areas (stochastic model)

Due to stochastic processes and heterogeneity of farm characteristics, a wide variation in the
expected number of secondary infected farms could be seen when applying the basic strategy (Table
3), as shown by the various percentiles (Xg.15 - X0 9).

Table 3. Mean, some percentiles and ‘maximum’ number of secondary infected farms after first
introduction of BHV | on a certain farm type, when applying the basic monitoring and control strategy.

First introduction on

Dairy farm Beef farm Veal farm Miscellan. 100+  Miscellan.
Mean 0.9 0.1 0.2 21.6 1.4
X0.25 0 0 0 11 0
X0.50 0 0 0 21 0
X0.75 1 0 0 30 1
X0.90 2 0 0 38 5
X0.95 3 0 1 43 7
X0.99 6 ] 3 56 14
Max. 31 12 20 89 23

The mean number of secondary infected farms showed that, after first introduction of BHV1 on a
dairy, beef or veal farm, virus will be transmitted on average to less than one other farm. Re-
introduction on a miscellaneous 100+ farm had much more impact, with on average 21.6 secondary
infected farms. The percentiles were based on the total number of iterations, however the maximum
number of infected farms shown in the table is the outcome of only one ‘extreme’ iteration. Therefore,
it has to be kept in mind that this maximum is not the absolute maximum number of infected farms
that can occur (based on the model assumptions), but is just an illustration of a possible ‘worst-case
scenario’.

Applying the basic strategy, first introduction on a dairy farm had a 99% probability of causing 6
secondary infected farms at most. In case of first introduction on a miscellaneous 100+ farm, the 99%
percentile was 56 infected farms. When BHV1 was introduced on a beef or veal farm (which only sell
animals for slaughter), there was a very high probability that no virus was transmitted to other farms.
For all farm types with first introduction, there turned out to be a small probability of having a big
increase in the number of secondary infected herds.

However, not all secondary infected farms counted in Table 3 suffered a major outbreak. On
average 55% of the infected farms became infected by purchase of one or more latently infected
animals, without the other animals on the farm becoming infected. Other infected farms suffered a
minor (10%) or major outbreak (35%).

Table 4 shows the mean and some percentiles of the expected economic consequences of BHVI re-
introduction, caused by losses due to infection and costs of control. The mean costs varied from about
Dfl 1000 after first introduction on a beef farm, to Dfl 300.000 when re-introduction occured on a
miscellaneous 100+ farm. As shown by Xg9s, X090 and max., the few percent worst-case scenarios
resulted in large economic consequences of re-introduction, with a maximum of Dfl 929.000 after first
introduction on a miscellaneous 100+ farm.
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Table 4. Mean, some percentiles and ‘maximum’ of total economic consequences (X 1000 Dfl) after
first introduction of BHV1 on a certain farm type, applying the basic monitoring and control strategy.

First introduction on

Dairy farm Beef farm Veal farm Miscellan. 100+ Miscellan.

Mean 44 1 5 300 22
X025 16 0 0 159 3

X0 50 36 0 2 297 8

X075 61 0 5 438 22
X090 86 0 5 538 68
Xo 95 110 1 9 611 108
X099 186 20 81 765 154
Max. 408 227 245 929 349

Compared to the basic strategy, application of strategy I1 (rapid removal of infected animals) and 111
(half yearly vaccination of infected farms) had no significant impact on the total number of secondary
infected farms. This is because infected farms that were detected, were not allowed to have any off-
farm animal contacts in the basic strategy. This seemed to be sufficient to exclude the risks for other
farms. However, total costs were increased on average by 10% for strategy 11, whereas a strategy with
rapid removal of infected cattle resulted in a doubling of total costs.

Table 5 shows the outcome for the basic strategy and the results of some sensitivity analysis, after
first introduction on a dairy and miscellaneous 100+ farm type. When doubling the risk of
transmission by local and professional contacts, the number of infected farms and total costs only
increased slightly. In the basic scenario, all farms within a | km radius of a detected farm were put on
surveillance for 4 weeks. Leaving out this control measure only had a minor effect on the number of
secondary infected farms, whereas the total costs due to re-introduction of BHV1 decreased about
30%, because of the reduced costs for testing all these farms.

Doubling the frequency of monitoring on miscellaneous farms to 4 times a year, reduced the mean
and in particular the higher percentiles of the number of secondary infected farms. After first
introduction on miscellaneous 100+, the 99% percentile of number of secondary infected farms was
reduced from 56 to 36. As a consequence, total costs of an outbreak were reduced, however, the yearly
costs for standard monitoring increased by Dfl 5.42 million. Less frequent bulk milk testing resulted in
an increase in the size of an outbreak, both after introduction on a dairy farm and on a miscellaneous
100+ farm.

Of the other scenarios in Table 5, the biggest effect on the size of an outbreak could be seen from a
10% non-compliance with the ban on live sales off infected farms and farms on surveillance (‘illegal
animal transports’). Although only a small economic effect could be seen, the number of secondary
infected farms accordingly increased three-fold, which can be explained by the increased purchase of
latently infected animals.
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Table 5. Mean, 95% and 99% percentile of number of secondary infected farms and economic
consequences (x1000 Dfl.) for the basic strategy and some alternative scenarios,
with first introduction on a dairy or miscellaneous 100+ farm.

First introduction on

Dairy Miscellan.100+
Mean X0.95 X0.99 Mean X0.95 X0.99

Basic scenario

Number of infected farms 0.9 3 6 21.6 43 56

Total losses and costs 44 110 186 300 611 765
Double risk local contacts

Number of infected farms 1.0 3 7 22.1 46 57

Total losses and costs 46 114 186 307 616 788
Double risk professional contacts

Number of infected farms 1.0 4 7 22.6 44 56

Total losses and costs 46 118 186 307 627 766
No surveillance zone

Number of infected farms 0.9 3 6 22.1 45 56

Total losses and costs 36 98 154 197 439 530
Serological tests 4 times a year

Number of infected farms 0.7 2 3 15.1 33 36

Total losses and costs 41" 98" 126" 203" 385" 462"
3-monthly bulk milk tests

Number of infected farms 1.5 5 13 28.1 58 78

Total losses and costs 602 1447 2577 3722 738" 930%
10% ‘illegal’ animal transports

Number of infected farms 3.8 14 50 67.7 152 217

Total losses and costs 49 131 247 354 750 843
10% more selling of animals

Number of infected farms 1.0 3 7 23.3 57 74

Total losses and costs 45 114 192 321 675 852

'Excluding the increase in yearly standard serological monitoring costs from 5.42 to 10.85 million Dfl.
2Excluding the decrease in yearly standard bulk milk monitoring costs from 9.97 to 3.32 million Dfl.

FINAL REMARKS

The models presented in this paper were both used to support policy makers in their decisions on
the eradication of BHVI in the Netherlands. Integration of an epidemiological and economic
component, provides insight into both the infection-control effectiveness and cost-effectiveness of
various control strategies of BHVI.

Building these models, assumptions had to be made to create a simplified mathematical
representation of the real-world system of virus spread within and between cattle farms. Furthermore,
estimates had to be made for economic and epidemiological parameters because reliable data were not
always available. When evaluating the results given by the models, these assumptions should be kept
in mind. However, once available, simulation models provide a flexible tool to quantify the impact of
changed parameters on the complex system of transmission dynamics and economics.

Important differences between the two models concern modelling technique and the assumptions
made to model transmission of the infection. The model used to compare strategies to eradicate BHV
used the deterministic approach, where a given set of input values produces one single outcome.
Furthermore, only dairy farms with average herd size were taken into account, and contacts between
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herds were random. In the model to evaluate strategies to control outbreaks in BHVI-free areas,
stochastic elements were included, thereby providing insight into variation of outcome and
probabilities of worst-case scenarios. Also, other farm types were included and more heterogeneity
between farms was considered, like herd size, geographic location and animal contacts.

Future research will focus on the application of the stochastic model InterIBR, to support decision
making during the current BHV1 eradication program in the Netherlands. Data that come available
from the BHV 1 monitoring program will be used for further estimation of underlying parameters and
external validation of the model. Given the pattern so far, the model will be used to predict the future
pattern of the eradication.
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USING LOGISTIC REGRESSION TO MODEL THE SENSITIVITY AND
SPECIFICITY OF A TEST AIMED AT IDENTIFYING DAMS CARRYING BOVINE

VIRAL DIARRHOEA VIRUS (BVDV) INFECTED FOETUSES

LINDBERG, A.", EMANUELSON, U., GROENENDAAL, H. & ALENIUS, S.

Diagnostic tests play a major role in the medical decision making process. One way of
evaluating and expressing the performance of such tests is by estimating those operational
parameters called sensitivity (Se) and specificity (Sp). As described in most introductory
epidemiologic texts, a straight-forward way to obtain estimates of sensitivity and specificity
is by using a 2 x 2-way table, with rows denoting outcome of the test (positive/negative), and
columns denoting the true state of nature (diseased/non-diseased). Within this arrangement,
an estimate of Se is achieved by calculating the proportion of test positives among those truly
diseased, and for Sp, the proportion of truly healthy among test negatives.

In a recent study one objective was to estimate the sensitivity and specificity of an indirect
BVDV antibody ELISA (SVANOVA Biotech, Sweden) when used to identify dams pregnant
with foetuses persistently infected with bovine viral diarrhoea virus (BVDV) (Lindberg et al.,
1999). Trading such dams (hereafter denoted PI-C) is an efficient way of spreading BVDV
between herds, and should therefore be prevented. PI-C’s are seropositive and virus negative,
and therefore qualitatively indistinguishable from other seropositive cattle. However, it has
been shown that there is a quantitative difference, in that their antibody titres tend to be
higher than for dams with healthy foetuses. This difference is probably a result of the dam
being continuously boostered by the PI foetus throughout the pregnancy. In the above-
mentioned ELISA, antibody titres are quantitatively reflected as optical density (OD) values.
Consequently, a high OD value in the dam indicates a risk of the foetus being PI. This finding
has been used in Sweden on an empirical basis to prevent trade of PI-C's as well as in
connection with interventions in infected herds. The cut-off value used to indicate a positive
PI-C-status has been 1.0 (0.8 in some areas) whereas the regular cut-off value used to classify
blood samples as antibody positive is 0.20.

In order to evaluate Se and Sp for the PI-C test, a couple of questions had to be addressed.
To start with, there was a need to investigate how Se and Sp were affected by the time in
gestation when the dam was tested. Persistent foetal BVDV infections are only established

* DVM, Research assistant, Swedish Dairy Association, Research and Development, P.O. Box 7019,
S-75007 Uppsala, SWEDEN.
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when susceptible dams are infected before 120 days of pregnancy, so a test performed before
this stage of gestation can not provide any information. Furthermore, based on field
observations, it was suspected that the test would show a better overall performance in late
pregnancy. Although sensitivity and specificity should be regarded as inherent characteristics
of a test which are unaffected by changes in prevalence (given that the test is used in a
population which is comparable to the one in which it has been evaluated), there is an
additional aspect on this matter. Se and Sp may also be affected by the “strength of the
signal” which is to be detected by the test. One example is the increased sensitivity of antigen
tests for canine heartworm with increasing worm burdens (Courtney et al., 1988). Using
modelling terminology, one may regard this as an inter-action between the disease condition
and a covariate, in this case the degree of worm infestation. In the BVDV study, the covariate
in question is gestational stage.

Another factor which needed accounting for was the type of specimen used. Both milk and
serum samples are used in routine. However, serum is regarded as more stable, both from a
practical and an analytical point of view. The former refers to its robustness with respect to
mishandling in the field, and the latter to the fact that the OD value in serum is not affected
by stage of lactation (i.e. milk yield), as is the case when milk is used as specimen (Niskanen
et al., 1989). Another “problem” in the study in question was that clustering could be

expected, since the data used consisted of individual measurements on animals from several
herds.

The character of the problem, in connection with the features of the data, made it logical to
use a modelling framework, where covariates can be included and clustering can be
accounted for. The method of choice was logistic regression, which can be used to obtain
smoothed estimates of sensitivity and specificity (Coughlin et al., 1992). In such a model, the
dependent variable is the dichotomized outcome of the test and the true disease status (the
gold standard) is included as an explanatory variable. Depending on type of test/type of
disease other covariates may be included, as well as interactions between those. Furthermore,
using the framework of generalized linear models, random effects can be included.

This paper compares and discusses the results of the modelling approach with the outcome
of a traditional 2 x 2-table calculation, in terms of point- and interval estimation.

MATERIAL AND METHODS

Data extraction and editing

The data set used consisted of 2,162 cow-calf pairs in 126 herds. All cows had been tested
for antibodies to BVDV with a positive result during their pregnancy, and their offspring had
been subjected to a test for both antibody and virus. The gold standard used was the calf’s
virological status, i.e. whether BVDV had been isolated from its serum or not. Viruspositive
calves were found in 281 records.

The cow-calf pairs were found by targetting herds which had been subjected to BVDV
clearance between January 1994 and February 1997. The clearance protocol routinely
followed in Sweden starts with a screening on all animals over 10 weeks of age in the herd,
followed by testing of all calves born during the subsequent year (Alenius et al., 1997). For
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all calves tested (i.e. both for calves found to be virus positive and -negative) during a herd’s
follow-up period, the identity of the mother was retrieved from the official pedigree
recordings. Thereafter, all records were selected where the mother had; a) been tested for
antibodies during the pregnancy in question and b) had a positive antibody result. All data
concerning results from BVDV analyses (serological and virological) were retrieved from
the database of the Swedish BVD scheme. For herds where all selected records consisted of
only virus negative or virus positive calves, all records were excluded.

The final data set included the following variables for each record; cow identity, days
pregnant at testing, the result of the antibody test (reported as an OD value), specimen used
(milk or blood), lactation number (age indicator), breed, season when the test was performed
and the BVDV status of the calf (the gold standard). The variable “days pregnant at testing”
was categorised into six groups corresponding to number of months pregnant at testing.
Months 1-3 were merged since a test result during that period could not be expected to have
any diagnostic value, i.e. a persistent infection may not yet have been established in the
foetus. Months 8 and 9 were merged in order to avoid modelling problems due to lack of
observations within certain covariate combinations.

Twelve dichotomous variables were created to indicate whether a dam was positive or
negative with respect to a certain cut-off value. These twelve variables were later used as
dependent variables when modelling sensitivity and specificity at each respective cut-off, and
to denote the test result (positive or negative) in the 2 x 2 tables. The cut-off values used
ranged from 0.5 to 1.6, with increments of 0.1.

The prevailing custom within the Swedish BVDV scheme is to cull virus positive animals
without a re-test if their clinical status support a persistent infection. In all other cases,
persistent infection should be confirmed to avoid the culling of healthy but transiently
infected individuals. In this data set, 41 of the 281 virus positive calves were confirmed to
have a persistent infection by re-testing, with a result confirming their status in all cases.
Furthermore, 315 virus negative calves were retested, and confirmed to be virus negative.
From a gold standard point-of-view it should however be noted that the group of virus

positive calves which were not retested may have included some transiently infected
individuals.

Diagnostics

All test results reported to the BVD scheme database are based on samples analysed at the
National Veterinary Institute within the routine BVDV diagnostics. Samples submitted in
routine are discarded after the requested analyses have been performed and results have been
reported to the scheme database, but can be re-tested if problems with the assay are detected
before that. :

The level of antibodies to BVDV in sera and in milk samples is determined in an indirect
ELISA (SVANOVA Biotech, Uppsala, Sweden) (Juntti et al., 1987 and Niskanen et al.,
1989). A standardisation procedure used for this assay is described in the paper by Lindberg
and colleagues (1999). One objective with the standardisation is to allow comparability of
reported results over time.

Detection of BVDV from sera is performed with an immunoperoxidase test, essentially
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according to Meyling (1984). The routine procedure in connection with clearing herds from
BVDV is to perform virus isolations only on samples which are antibody negative or weakly
antibody positive (OD < 0.20). With the assay in question, young animals should not be

tested before 10-12 weeks of age in order to avoid maternal antibodies interfering with the
virus isolation.

Statistical methods

Logistic regression models: Twelve logistic regression models were constructed (Se/Sp
models), where the dependent variable for each model was the dichotomous test result with
respect to a given cut-off value (from 0.5 to 1.6). The test result was regarded as positive
(Y=1) if the OD value was larger than or equal to the cut-off value, and negative (Y=0)
otherwise. The general model used is represented by the following formula:

Logit Pr (Y=1|X,...Xi) = & + Z Bk Xk + ptmZum + Em

where the dependent variable Y is the dichotomous test result at a specific cut-off value and
Xk denotes the explanatory variables. Z, is the random effect included to account for

dependence between observations on individuals from the same herd and &y, is the remaining
unexplained variation.

The gold standard (BVDV status of the calf; 0= virus negative, 1= virus positive) was
included as one of the explanatory variables (X)) in the model. In addition to the gold
standard, candidate explanatory variables in the initial model were age (expressed as lactation
number) and breed of the dam, gestational stage at testing, specimen used and season at

testing. The variables were included on basis of their potential effect as confounders (age,
breed, season) or effect modifiers.

The data were analysed using the SAS macro GLIMMIX (Littell et al., 1996). The full
model was reduced using a stepwise backwards elimination procedure where the explanatory
variables were tested for significance (p< 0.05) at each step on basis of Wald’s test. Possible
interactions between the gold standard and all candidate variables in the model were tested
for and included if significant. In addition, the interaction between type of specimen and
gestational stage (in practice corresponding to stage of lactation) was also tested for. It was
decided to use the same set of explanatory variables in all 12 models, even though lactation
number was found to be significant only in the models where the cut-off ranged between 0.8
and 1.0. The overall fit of the model was assessed by means of the Hosmer-Lemeshow test
(Hosmer and Lemeshow, 1989).

The output from the model is reported as a log-odds. The odds can be written as (p/(p -1),
where p is equal to Se when X (the gold standard) =1, and to 1- Sp when X;=0. The inverse
link of the least square means was used to obtain the probabilities in question in terms of the
original scale. Confidence intervals were also computed on the logit scale and converted by
the inverse link function.

Cross-tabulation: Twelve 2 x 2 tables were constructed, one for each cut-off level used in the
logistic regression models. The tables were further stratified on the 6 pregnancy month
categories, resulting in 72 two-way tables. Point estimates of sensitivity and specificity with
their associated exact binomial confidence limits were calculated for each table, using the
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statistical package Stata (Stata Corp., Texas, USA).

Evaluation of test performance: Test performance was evaluated by the construction of
response operating curves (ROC). The ROC curve is a plot with the true positive fraction (Se)
on the Y axis, and the false positive fraction (1-Sp) on the X axis. It is used for tests
measured on a continuous scale and gives an image of test performance over the whole range
of possible cut-off levels. A good test will describe a curve which lies close towards the
upper left hand corner (Se close to 1 and (1-Sp) close to 0). As a comparison, a test which
describes a straight line will have a discriminatory power which is equal to that of tossing a
coin. In the present study, each ROC-curve was drawn from 12 points corresponding to the
cut-off values ranging from 0.5 to 1.6, moving from right to left along the curve.

RESULTS

Descriptive statistics for the variables used in the logistic regression models are given in
tables 1a-b.

Table 1a. Distribution of virus positive- and negative calves over
candidate explanatory variables, n = 2,162

Variables Categories BVDYV status of calf
Virus positive (%) Virus negative (%)
Months pregnant at 1-3 25 (1) 721 (33)
testing 4 21 (1) 206 (10)
5 33 (2 204 (9)
6 52 (2 192 (9)
7 58 (3) 211 (10)
8-9 92 () 347 (16)
Specimen Milk 48 (2) 441 (20)
Blood 233 (11) 1,440 (67)
Lactation number 1 9(0.5) 37 (2)
2 69 (3) 441 (20)
3 87 (4) 487 (23)
>3 116 (5.5) 916 (42)
Season at testing January — March 88 (4) 738 (34)
April — June 115 (5) 709 (33)
July — September 36 (2) 115 (5)
October - December 42 (2) ' 319 (15)
Breed SRB* 145 (7) 910 (42)
SLB® 114 (5) 859 (40)
Beef breeds 2(0.1) 12 (0.5)
Others 20(0.9) 100 (4.5)

4 SRB; Swedish Red and White
SLB; Swedish Holstein

Final Se/Sp-models

The final models included significant interactions between the gold standard and
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gestational stage at testing, and between the latter and type of specimen. In addition to the
variables involved in the interactions, the models included lactation number. The effects of
breed and season were not significant. Furthermore, the effect of lactation number was only
significant in the models corresponding to the cut-off range from 0.8 to 1.0.

Test performance in relation to gestational stage at sampling

The influence on test performance by stage of pregnancy at sampling was reflected in the
model by a significant interaction between the calf’s BVDYV status and gestational stage at
testing. This feature is visualised by the response operating characteristic (ROC)

Table 1b. Distribution of virus positive and —negative calves over the test result
(i.e. the dependent variable) at each investigated cut-off.

Cut-off Test BVDYV status of calf Cut-off Test BVDYV status of calf

result result
+ - + -
0.5 + 262 1,563 I + 167 484
- 19 318 - 114 1,397
0.6 + 258 1,398 12 + 133 343
- 23 483 - 148 1,538
07 + 249 1,235 13 + 102 234
- 32 646 - 179 1,647
0.8 + 234 1,026 14 + 78 158
- 47 855 - 203 1,723
0.9 + 212 828 15 + 50 107
- 69 1,053 - 231 1,774
10 + 189 642 16 + 40 70
- 92 1,239 - 241 1,811

curves in Fig. 1, which also give a visual comparison of the performance as estimated by the
logistic regression, and for that estimated in the traditional way. The graphs are limited to
pregnancy months 6-9, which proved to be the period in which the test performs the best. In
very late pregnancy, all cases were classified in the same way at the lowest and highest cut-
off values (only correctly or only incorrectly). In such situations, the logistic model will fail
to give estimates of p. However, since the practical implication of this is a sensitivity of 0 or
1 (depending on which end of the scale this occurs), those were the values used to draw the
graphs.

Difference in point- and interval estimates

The magnitude and direction of the differences in estimates between the logistic regression
method and the traditional method are shown in Fig. 2a-d. The results presented are limited to
pregnancy months 5-9. Furthermore, only cut-offs ranging from 0.7 to 1.1 are shown, which
is the range of interest when using the test in the field. Differences in point estimates of Se
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and Sp both show a systematic pattern. For Se, the absolute deviation increases with higher
cut-off values ; increasingly positive in month 5, and increasingly negative for months 6-9 in
pregnancy. For Sp, the difference is very small, except in months 8-9, where the traditional
method yields a constantly higher estimate. Regarding difference in width of confidence
intervals, the deviation for estimates of Se is minor (month 8-9/cut-off 0.7 is an artefact; this
is where the logistic regression failed to give estimates since all cases were correctly

classified). However, for Sp, the traditional method shows a negative difference for all
months and cut-offs.
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Fig. 1 ROC curves demonstrating test performance in relation to gestational stage at
testing for months 6-9. Estimates yielded by logistic regression = (L) and traditional
calculation = (T). As comparison, the straight diagonal line indicates the performance
of a ‘test’ which is based on a random process, e.g. tossing a coin.

DISCUSSION

Theoretically, the two methods used in this paper should give identical point- and interval
estimates for Se and Sp within each pregnancy month if there was no significant effect of
other covariates, and no clustering within herds. In other words, the simple stratifed 2 x 2
table analysis is comparable with a fixed effect model with no other covariates than the gold
standard and the effect modifying variable ‘gestational stage at sampling’. To get identical
results, this would also require that Se and Sp were modelled separately. That is, for the Se
model, only data from dams carrying virus positive calves would be used, and similarly, only
data from dams with healthy calves would be used for the Sp model.
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Generally speaking, there will be two reasons for the detected differences in point- and
interval estimates. At first there is the inclusion of other covariates in addition to the gold
standard, gestational stage and their interaction. The additional variables here are specimen
and its interaction with gestational stage, and the main effect of lactation number. Secondly,
it is the inclusion of a random effect of herd. Since mean and variance are related in binomial
data, both parameter estimates and variance may be affected (Lam et al., 1996).
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Fig. 2. Difference (T-L) between estimates achieved with traditional calculation (T) and
those obtained with logistic regression (L), restricted to pregnancy months 5-9 and to cut-
offs ranging from 0.7 to 1.1. 2a) difference in point estimate of Se, 2b) difference in width
of confidence interval, Se, 2¢) difference in point estimate of Sp, 2d) difference in width of

confidence interval, Sp.
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The deviations in point estimates of Se and Sp both show a systematic pattern, although
different. For Se, the traditional method gives a deviation which is increasingly negative for
the last four months in pregancy, indicating underestimation of Se with respect to the logistic
model, whereas there is an overestimation of Se in early pregnancy. For Sp on the other hand,
modelling seems to have little effect on the point estimates, except in the last months of
pregnancy (months 8-9), where the traditional method consistently overestimates Sp. To
properly disentangle the source of these patterns, one would have to perform the same
modelling exercise, with and without a random effect, and exclude one covariate at a time -
something which was not done for this occasion. It is, however, possible that one reason for
the effect on estimates in late pregnancy is to be found in the interaction between type of
specimen and stage of lactation (reflected by gestational stage in the model). As the lactation
approaches its end, the concentration of antibodies in milk will increase, and consequently
also the OD value. There is a sigmoidal relationship between the antibody concentration and
the OD value in the higher regions, and therefore the OD value will increase relatively less if
already high, like in dams with infected foetuses. This may result in a smaller difference in
mean OD value in PI-carrying dams as compared to dams with non-infected calves at the end
of the lactation, if milk is used as a specimen. It may however be noted that only blood was
sampled in the month 9, since all dams in this study where dry at that time.

Interestingly, the deviation pattern for width of confidence intervals differs markedly
between Se and Sp. For Se, there is no obvious systematic difference. The confidence interval
for Sp, on the other hand, is consistently underestimated with the traditional method. This is
to be expected, and is probably related to the inclusion of a random effect of herd. Clustering
with respect to the OD value in this case is more likely to be found among the ‘non-diseased’
part of the population, and therefore the inclusion of a random effect should mainly affect Sp.
The biology behind this is the following; Pl-carrying dams have their high titres due to the
fact that they carry infected foetuses - this condition affects their immune system in the same
way irrespective of herd of origin. Therefore, these dams will be very similar between herds
with respect to OD value. Dams with healthy foetuses on the other hand will have an OD
value which reflects at what stage of infection the herd was in when the tests were taken.
Thus, such dams (“the non-diseased population™) will tend to cluster with respect to the OD
value. Inclusion of a random effect of herd will inflate the standard error for Sp. Thus the
confidence interval will be underestimated with the traditional method, as compared to the
logistic model.

Examples of estimation of Se and Sp by the use of logistic regression seem to be scarce in
the veterinary medical literature. A search of MEDLINE where the key words logistic
regression, sensitivity, specificity and veterinary were alternatively used did not result in any
articles where this method had been employed. However, papers where logistic regression
was used to develop models to predict presence or absence of disease (like a diagnostic tool
in itself) were rather common (e.g. Reeves et al., 1989, Hoffman et al., 1992, Reid et al.,
1995, Fecteau et al., 1997 and Furr et al., 1995 and 1997). Such an analysis is however not to
be confused with the method described here. One paper uses logistic regression to investigate
reasons for false positive results, after calculating Se and Sp in the traditional way (Sischo
and Burns, 1993). In this case, the dependent variable ‘false positive’ is already evaluated
against a gold standard test. Thus, the gold standard is not included in the model, only
reasons for misclassification. Yet another paper uses logistic regression to determine the
optimum cut-off for an ELISA. Se and Sp were thereafter calculated in the traditional way, in
relation to the estimated optimum cut-off level (Paré et al., 1995).
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It has been discussed whether Se and Sp should be evaluated within the same model.
Clinical factors may affect these parameters differently which would imply that the best way
of modelling them would be to fit separate models for Se and Sp, after stratifying by disease
status (Coughlin et al., 1992). This was, however, not considered to be the case in the
situation under investigation. Furthermore, there is a certain value of being able to model
both Se and Sp within the same model, at least when there are additional covariates. With this
approach one incorporates into the model information about the covariates from individuals
who were both positive and negative by the gold standard, thus maximising the information
available. Another feature with the current modelling approach which could not be achieved
with the traditional method is the inclusion of a random effect. Theoretically, one could have
made a post-hoc correction of the standard error used in the exact binomial confidence
intervals, e.g. by using an intraclass correlation adjustment for the effect of herd, or by
multiplying with the square root of the variance inflation factor (McDermott et al., 1994).
However, considering the binomial nature of these data, such a measure would still not have
been able to adjust the possible bias in point estimates (Lam et al., 1996). Thus, there is no
post-hoc method at hand for analysing these data.

It should be noted that the method used here to estimate Se and Sp can also be used to
yield estimates of positive- and negative predicitive values (PPV and NPV). The only
strategical difference with respect to the Se/Sp model is that the true state of nature and the
test result switch position. In other words, the disease status is used as the dependent variable,
and the test result is included as one of the explanatory variables. Other covariates can of
course also be included. PPV is given by setting the test result equal to the code for a positive
test (usually 1), and consequently NPV is given when the test result is negative.

SUMMARY

The model-based approach differs from contingency table methods in that it provides a
means to adjust for numerous explanatory covariates and to account for independence
between observations, given binomial data. Thus it proved to be an excellent method in the
present study, since there were good reasons to assume that gestational stage would be an
important effect modifier, that choice of specimen could matter since the OD value in milk is
affected by stage of lactation and that the stage of infection would cause individuals within
herds to be more similar with respect to antibody levels. The results from this study show that
using the traditional method would have resulted in biased estimates, as compared to the
output from the logistic models. This was particularly obvious at the end of pregnancy which
also is the specific period in which the test should be used. Another conclusion is that the
effect of including a random effect is restricted to estimates of Sp, which can be explained by
factors pertaining to the disease in question. Finally, knowing that the combination of discrete
data and clustering can only be handled correctly within a modelling framework, there is no

alternative to random effect logistic regression for estimating Se and Sp based on the current
data.
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SAMPLE STRATEGIES TO SUBSTANTIATE FREEDOM FROM DISEASE:
A THEORETICAL APPROACH

M. ZILLER', T. SELHORST, J. TEUFFERT & H. SCHLUTER

In recent years, numerous legal regulations have been introduced to decide whether an area or a
certain holding can be declared as being free from a definite disease. Several different situations have to
be distinguished from each other. The status "free from disease" can be granted initially, it can be
recovered after rehabilitation or it can remain valid after a period of observation. Beyond it, the
regulations in the European Community and in various Member States are heterogeneous and specific
cases have been regarded separately. Therefore, requirements can be found for the non-existence of
infected animals. In other cases, sample constructions are prescribed based on a percentage of the
population, or based on a detailed plan of sample sizes. Also clear aims have been formulated,
sometimes in the form of prevalence-thresholds.

In spite of these differences, the common aim of sampling investigations should be the possible
recognition of a certain prevalence level at a definite time, depending on the disease and the specific
situation. In this paper, we deal with the strategies of surveys to substantiate freedom from disease for a
whole territory.

A homogeneous distribution of infected animals cannot be assumed, when considering highly
contagious diseases. So, in the case of infection, a relatively high prevalence of infected animals will be
observed within an infected herd, while the prevalence of infected herds within a large territory remains
smaller. For this case, Cameron and Baldock (1998b) recommended two-stage sampling. Such strategies
are flexible enough to realize monitoring and observation programs with very different parameters.

Thus, the calculation of sample sizes becomes more complicated. The classical standards, e.g.
collected in the tables of Cannon and Roe (1982), were developed for easy, one-stage samples and
perfect tests. The theoretical generalization regarding real testing by Cameron and Baldock (1998a)
introduces a simple way to evaluate multi-stage sample sizes. In this paper, we present the theoretical
foundations of these calculations. Therefore, each stage has to be regarded separately. The “interface*
between both stages is characterized by the test-error probabilities of the following step. Thus, the
sample sizes of each step can be evaluated.

Furthermore, we apply these results to a data example of Brucella melitensis. We take special care of
the herd-size situation in Germany, characterized by many small sheep holdings and a few large ones.
Such a distribution of herd sizes is typical for different animals in various countries. Whilst Cameron
and Baldock (1998b) investigated the case of homogeneous herd-size distribution, the simulation study

"Federal Research Center for Virus Diseases of Animals, Institute of Epidemiology
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of Selhorst et al. (submitted) applied their results to the more general situation for the first time. We also
demonstrate that our calculation principles can be used in this case, too.

In addition, the simplicity of the evaluation of sample sizes opens up the possibility of optimizing
costs or other relevant variables, by choosing the appropriate sample strategy, each of them ensure the
same o-level for the first stage.

SAMPLE STRATEGIES

In order to prove that a territory is free from disease, it is sufficient to show that no consequences of a
supposed infection occur. In the case of contagious diseases, safeguarding different low-level
prevalence-thresholds, amongst herds as well as within herds, is suited to indicate freedom during a
certain time. If, for any reason, animals were already infected, the prevalence would exceed those
thresholds soon. In general, the threshold for testing within herds should be greater than that for testing
at herd level.

The situation within an infected territory is demonstrated in Fig. 1. Infected holdings are clustered, but
only a low herd prevalence exists. Within an infected holding, a much higher prevalence can be expected
instead.

Fig. 1. Scheme of an infected territory.
Area of the circles - herd sizes.
Black segments - infected percentages.

In order to discuss the different strategies we regard both stages of the whole process separately.
Firstly, a random sample of holdings has to be selected. Secondly, for each of these holdings it has to be
decided whether it is infected or not. What is to be done in this second stage characterizes the strategy.
Cluster samples were proposed by Teuffert and Lorenz (1995), while Cameron and Baldock (1998b) and
Selhorst (submitted) suggest limited samples. In the following we compare three possibilities for the
second stage.

Figure 2 represents a schematic comparison of the principles under consideration.
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cluster sample

individual sample

limited sample

Fig. 2. Scheme of sample strategies.
Total bars - herd sizes.
Black parts - sample sizes.

Cluster Sample

The easiest case is the testing of all of the animals within the herd. By assuming a perfect test we can
be sure of deciding correctly.

Individual Sample

Arguing in the same manner as before, a prevalence threshold can be prescribed for testing within a
herd. If it were infected, test-positive animals should be found in an appropriate sample. The size of it
has to be calculated, in order to ensure a chosen error level of e.g. 0,;=0.05. Therefore, the sample size
must be chosen dependent upon the herd size. But for each tested herd the same a,-level is valid.

Limited Sample

Supposing the same prevalence threshold as for the individual sample, a fixed sample size valid for
each tested holding can be predefined arbitrarily. If a holding has less animals, all of them have to be
tested.
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In this case, knowledge of the herd-size distribution is essential. With this knowledge, the necessary
number of herds can be calculated in order to ensure the corresponding oy-level. Depending on the
chosen sample size within the holdings and the special herd size distribution, the total number of tested
animals can differ in this strategy. Therefore, it can be chosen to minimize a given cost function.

SAMPLE SIZES

For a long time, approximate solutions described by Cannon and Roe (1982) had been the basis of
calculating sample sizes, supposing a homogeneous distribution of prevalence and a perfect test.
Generally applying the hyper-geometric distribution was problematic due to the large amount of

computation time required. This problem has been overcome by the availability of much more powerful
computers.

The integration of real testing into sample size calculations was the other great problem and for the
same reason. Apart from that, the parameters for testing have not been known exactly. Consequently, in
times of quicker computers this more general situation has found more interest.

About one year ago Cameron and Baldock (1998a) published a formula suitable for the calculation of
sample sizes using test-sensitivity (Se) and test-specificity (Sp). Let d be the number of true positives in
a population of size N. The probability of having x test-positives in a sample of n animals is then:

d\ N-d
min(d.y) y\n-y min(x.y)(y

Z N 2 .\JOSejo(]...Se)y'j o(n-%).(l_sp)’w’ .Spn~X-y+J'_
y=max(0.d-N+y) [N) =0 \J X-]
n

On the basis of this formula more complicated sampling strategies can be evaluated. Cameron and
Baldock (1998b) themselves applied it to two-stage sampling using further combinations and
approximations based on an average herd size. Unfortunately, in many practical cases a large number of
herds are fairly small and vice versa. For this general situation Selhorst et al. (submitted) developed a
simulation model evaluating sample strategies while minimizing costs.

Eq. (1)

P(T* =x) =

In the following, we describe the theoretical basis of exactly calculating the necessary sample sizes
for two-stage sampling plans, in order to ensure a low level prevalence threshold. Let an area be
regarded as free from disease when the prevalence of infected herds is less than ;. We now consider the
procedure of checking a holding for whether it is infected or not as being a whole. We call it “herd-test*.
Thus, we can estimate sensitivity and specificity for this herd-test. And consequently we can calculate
the sample size at herd level using Eq. (1) and setting

p(T"=0) < o.. Eq. (2)

The estimation of herd-test sensitivity and herd-test specificity is the main key to evaluating the
complete sampling plan. For simplicity we assume a perfect test deciding whether an animal is infected
or not. In this case the herd-test specificity is always 1. A generalization of this assumption does not

affect the principles of the following calculation.

In the three regarded examples the herd-test sensitivity results in:
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Cluster Sample

Because all of the animals in the herd are tested by a perfect test, the herd-test sensitivity equals 1.

Individual Sample

The herd-test sensitivity is complementary to the error level of the individual within-herd test. We
assume a sampling procedure within the holding to ensure a prevalence of less than 7, at an error level
of 0,=0.05. Thus, the herd-test sensitivity yields 0.95.

Limited Sample

This case is more complicated. The probability of false-negative detecting a holding can only be
calculated using the formula of total probability. For that, the knowledge of the herd size distribution has
to be taken for granted. Supposing the same prevalence threshold m; as for the individual sample, let n;
be the fixed sample size valid for each tested holding. If a holding has less animals, all of them have to
be tested.

The herd-test sensitivity then remains the probability of choosing a sample of ny test-negative animals
out of a holding with a prevalence greater or equal to m,. In a holding with less than n; animals, this
mistake cannot occur because all of the animals will be perfectly tested. Thus,

Se = Y P(T* =0/N=h)-P(N =h). Eq. (3)

h>n,

While P(N=h) is known as the herd-size distribution, the other factor can easily be obtained by
applying the hyper-geometric distribution. Choosing d(m,) as the lowest number of test-positive animals
for that the within-prevalence is greater or equal to 7, one gets

)

Thus we can estimate the herd-test sensitivity for the limited sample. For each choice of n; we get a
new sampling plan, these differ from one another by the total number of animals to be tested and
therefore by the total costs. :

P(T*=0/N=h) > Eq. 4

Substituting these sensitivity results into Eq. (1) and Eq. (2) respectively, all'sampling plans ensure
the required significance level for the first stage.

APPLICATION TO DATA

In order to demonstrate our results we have chosen an imaginary survey to substantiate freedom from
Brucella melitensis for Germany. According to the EC-directive 91/68/EEC (1991), for maintaining the
status “free* it is sufficient to prove at the o;=0.05 level that the prevalence of infected herds is less than
0.002. We now apply the regarded three strategies to this problem. The following figure illustrates the
special herd size situation in Germany 1996 according to the “Statistisches Bundesamt“ (Federal Office
of Statistics).
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Fig. 3. Herd size distribution in classes.

A total number of 68,767 holdings existed at the end of 1996 in Germany. About 64 % of them
contained 10 animals at the most, and only 246 holdings with more then 1000 animals could be found.
Considering these facts, a cluster sample procedure is not only very expensive, as can be seen later, but
also inefficient and unjust to the holders of large herds.

Given the herd-size distribution, the prevalence-threshold m;=0.002 and the maximum error
probability 0,=0.05 at herd level, we assume the following parameters for the second stage within the
holdings: prevalence-threshold m,=0.01, maximum error probability ®;=0.05. The evaluation of the
sample-sizes for the different strategies yield the following results.

Cluster Sample

According to Eq. (2) with Se=1 and Sp=1, a total of 1476 holdings have to be investigated. In the case
under consideration, this would mean testing almost 50,000 animals. The costs arising would exceed

375,000 DM.

Individual Sample

Table 1 lists the individual sample sizes and the costs for each herd-test for several examples of herd
sizes. With a sensitivity of 0.95 at herd level, Eq. (2) yields a sample size of 1553 holdings, leading to
about 31,000 tested animals and costs of about 265,000 DM.
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Table 1. Sample sizes and costs for selected individual samples.

Herd size Sample size Total costs

per herd

[DM]

5 5 74.00

10 10 105.75
20 19 162.90
50 48 347.05
100 95 645.50
200 155 1044.50
300 189 1260.40
500 225 1489.00
1000 258 1698.55
5000 290 1901.75

Limited Sample

The sample-limit of animals to be tested within one holding can be chosen arbitrarily. Otherwise it
can be connected to the task of optimizing a secondary cost function. In our example we want to try to
minimize the real costs for the whole survey. These costs consist of three parts (Selhorst et al.,
submitted), costs for visiting the holding, for taking trials and for diagnostics. All of them are specified
for different quantity classes.

In Table 2 for several choices of n¢ the estimated sensitivity, and with that the number of herds and of
animals to be tested and the total costs, have been listed. There is a range of sample-size limits n¢
between 6 and 9 in which the costs do not differ very much.

So, in comparison with the other strategies, about 2000 holdings have to be tested using limited
samples. The total costs of little more than 150,000 DM for such a survey are nevertheless much lower
than when applying another one of the discussed strategies.
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Table 2. Calculated parameters for the limited sample strategy.

Limit of Herd-test Number Mean Mean of
sample size of herds  number of
within to be animals to
a holding sensitivity  tested be tested total costs
[DM]
1 0.2142 6886 6886 342495
2 0.3914 3769 7399 210510
3 0.5214 2830 8013 173672
4 0.6065 2433 8675 160649
S 0.6644 2221 9308 155469
6 0.7054 2092 0898 153620
7 0.7365 2003 10441 153207
8 0.7620 1936 10949 153523
9 0.7836 1883 11422 154227
10 0.8027 1838 11864 155083
11 0.8189 1802 12279 156157
12 0.8328 1772 12668 157327
13 0.8450 1746 13029 158488
14 0.8556 1725 13380 159808
15 0.8652 1706 13708 161067

DISCUSSION

The result of our theoretical considerations is the possibility of calculating sample sizes for different
survey strategies in a rather simple way.In all cases we consequently applied the hyper-geometric
distribution and the law of total probability, in order to evaluate sampling plans ensuring the significance
level for the first stage.

By regarding both layers of a two-stage sample and calculating the necessary sample sizes separately,
a large simplification of the problem could be achieved. The interface of both stages can theoretically be
reduced to two variables - sensitivity and specificity at herd level.

In the same way, a generalization of this method is imaginable. When e.g. a fattening holding contains
large pens, the same problem as discussed appears within this holding. Investigating only one holding of
this kind, all of the strategies presented are practicable within it. Surveying a territory containing many
holdings of this kind, a three-stage sample strategy could be taken into consideration. For sample size
calculation all three stages have to be regarded separately. According to the committed strategy,
sensitivity and specificity for the appropriate stages have to be estimated from the bottom up. After that
sample sizes can be calculated from the top down.

The three regarded sample strategies in our example differ in their expense as well as in their
consequences. A cluster sample strategy of course results in the statement of highest certainty but also in
highest costs. While the individual sample allows a result with clearly defined confidence for each
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investigated holding, the strategy of limited samples is least expensive. A general statement of
confidence for single holdings is impossible here but the o-level for the first stage is guaranteed.

Certainly, other questions remain. A survey of the kind considered should discover a centre of
infection before clinical symptoms can become manifest. Otherwise, when regulations or political
restrains require large surveys, a cost-optimized strategy safeguarding all predefined parameters would
be the best solution. Last but not least, ethical questions may be dominant. When animals have to be
slaughtered for testing, a strategy should be chosen which minimizes the total sample size.
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THE USE OF EXPERIMENTAL DESIGN METHODS FOR SENSITIVITY ANALYSIS OF A

COMPUTER SIMULATION EXPERIMENT

K D C STARK, D U PFEIFFER"

The development of computer simulation models involves a series of steps including design, verifica-
tion and validation. Sensitivity analysis can be used as part of model verification and validation, where it is
used to provide insights into model behaviour. More generically, the objective of a sensitivity analysis is to
explore the sensitivity of a system to parameter variations (Frank, 1978). It allows the identification of in-
fluential input variables in a simulation model. Frank (1978) defines parameter sensitivity as the effect of
parameter changes on the behaviour and outputs of a model. Parameter sensitivity is important because it
helps identify factors that need to be determined most accurately and possibly require further research.
More specifically, we wanted to identify the most influential input variables in the simulation model IN-
TERSPREAD-SF. The main output of this model is the forecast of the average number of infected proper-
ties and the duration of a classical swine fever (CSF) epidemic. These outcome parameters are influenced
mainly by the disease-spread mechanisms and the control measures in place. Provided that the latter is kept
constant, the influence of the remaining factors can be explored.

Statistical methods are available to measure the effect of a change in one factor on the output (Kleij-
nen, 1979). The use of experimental designs supports a structured approach to sensitivity analysis (Hunter
and Naylor, 1970). Particularly, fractional factorial designs are widely used in sensitivity analysis (Kleij-
nen, 1979, 1987). The results from the experiments can be used to construct a ‘meta-model’ using regres-
sion analysis (Kleijnen, 1987). The term meta-model! is adequate because the empirical relationships be-
tween input and output parameters of the underlying simulation model are described (Kleijnen, 1979). The
coefficients of the meta-model reflect the importance of a factor (Kleijnen et al., 1992).

MATERIAL AND METHODS

A simulation experiment based on a 3*P fractional factorial design (Cochran and Cox, 1992; Mont-
gomery, 1997) was performed using INTERSPREAD-SF (32-bit version, Stern, 1997). This stochastic
model simulates the between-farm spread of CSF using different transmission mechanisms and user-
defined control strategies. Only local spread and movement-related spread mechanisms were considered in
this experiment. Local spread is a not-fully-understood conglomerate of transmission pathways acting over
a limited distance around an infected farm. The simulation was conducted using the farm characteristics and
geographical distribution of a farm population from a densely-populated pig area in Northern Germany
(Stiirk et al., 1998a). The farm density was 2.05 farms/km” in an area of 1417 km?®.

The simulation of transmission required the following 5 input variables: ‘time to clinical signs’ (Factor
1, CLIN), ‘time to diagnosis’ (Factor 2, DIAG), ‘local spread’ (Factor 3, LOCAL), ‘number of movements’
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(Factor 4, MOVE) and ‘probability of infection by movement’ (Factor 5, INF). The factors were used on
three levels each (low, medium, high). The medium level was defined first and the low and high level were
calculated symmetrically by adding or subtracting 25% of the medium value. The values used for the fac-
tors under study are given in Tables 1-3.

The variable CLIN represents an approximation of the incubation time and was derived from experi-
mental data using moderately virulent CSF virus strains (Dahle & Liess, 1995). To account for biological
variability, this variable was represented as a probability distribution. The probability of ending the incuba-
tion time on a given day was calculated from the cumulative probability curve of the respective distribution.
The same approach was used for variable DIAG, which represents the estimated time from onset of clinical
signs to diagnosis. This interval was estimated from outbreak data (Stirk, 1998).

For the variable LOCAL, distance-dependent probabilities of occurrence were estimated using expert
opinion. To simulate the movement contacts, both the number of contacts on each day were estimated and
the probability of transmission if a contact occurred. As not all types of conveyors bear the same risk of
transmission, movement contacts were grouped according to risk: very high (transport of susceptible ani-
mals), high (people and trucks with animal contact), medium (other contacts with pig farms).

Table 1. Input distributions of factors 1 and 2 (type of distribution including mean and standard deviation)

Level 1* Level 2 Level 3

Factor 1: Time to clinical signs LogNormal (8,1.5) LogNormal (12,2) LogNormal (16,2.5)
truncated 0-28
Factor 2: Time to diagnosis LogNormal (8,7.5) LogNormal (12.8,10) LogNormal (17.6,12.5)
truncated 0-28 truncated 0-28 truncated 0-28

*All probability distributions generated using @RISK v. 3.5 (Palisade Corporation, New York), approx.
1100 runs (relative change <1.5%).

Table 2. Input values for factor 3: Local spread”

Distance to infected farm Level 1 Level 2 Level 3
0-0.10 km 0.03 0.04 0.05
0.11-0.25 km 0.01125 0.01500 0.01875
0.26-0.50 km 0.0075 0.0100 0.0125
0.51-1 km 0.00225 0.00300 0.00375

*Local spread was simulated for up to 28 days after a farm became infected.

Table 3. Input values for factors 4 and 5

Risk category Level 1 Level 2 Level 3
Factor 4: Number of expected Very high 0.019 0.025 0.031
movements per day High 0.053 0.070 0.088

Medium 0.150 0.200 0.250
Factor 5: Probability of transmis- Very high 0.71 0.95 1.00
sion by one movement High 0.56 0.75 0.93

Medium 0.38 0.50 0.63
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A basic control strategy was used including two radial restriction zones with a radius of 3,000 m and
10,000 m, respectively. Within the radial zones, movement control and surveillance was applied. Farms,
which had experi<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>