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(1 Introduction & Aims

Mastitis is a significant disease affecting dairy cows, leading to economic losses and
welfare concerns’.

Traditional detection methods rely on manual inspections, which are labor-intensive?. . AMS data from two dairy farms in Germany (Brandenburg & Saxony) covering four
years (2019-2022).

(2 Methods

Data Collection:

Automated Milking Systems (AMS) generate large datasets that can be leveraged
using Machine Learning (ML) for early mastitis prediction®. . 2.73 million daily milking records from 1790 cows.

This study applies ML techniques to AMS data to predict mastitis occurrence: (i) one _
day prior and (ii) on the day of mastitis observation. . Variables:

3.1 Prediction One Day Before Mastitis Observation

. oeven predictor variables: electrical conductivity, somatic cell count, milk yield,
milking flow, milk temperature, fat content, and protein content.

. Outcome variable: Mastitis events recorded as positive upon veterinary treatment.
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Figure 1: ML scores for predicting mastitis one day prior.

Best Performing Model: . Synthetic Minority Oversampling Technique (SMOTE) used for class balance.

Comparative ROC Curve Analysis ’ . GridSearchCV for hyperparameter tuning and Stratified 5-fold cross-validation.
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. Models demonstrated potential for real-time mastitis detection but require further
Figure 2: AUC scores for predicting mastitis one day prior. refinement.

3.2 Prediction on the Day of Mastitis Observation Future Recommendations:

R . Incorporate additional AMS variables (e.g., lactose content, lactation stage).
ccuracy M Sensitivity Specificity
Performance Metrics: S 8 2. s /5.5 588 533 & 2 . Integrate sensor data from rumen bolus, pedometers, and environmental sensors.
. Develop farm-specific predictive models for enhanced performance.
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(5 Conclusion
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ML models effectively predict mastitis using AMS-generated data.
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Area under curve: 0.92 — 0.95 Figure 3: ML Prediction scores on the day of observation. . Further refinement and sensor integration are necessary for real world application
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